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Abstract

Text classification, document clustering, and similar endeavours are vital research areas underpinning a wide range of issues and applications in the area of web intelligence. A common approach, when clustering or otherwise classifying documents algorithmically, is to represent a web document as a vector of numbers derived from the frequencies of words in that document, where the words are taken from the entire collection of documents under consideration.  A proven approach is to employ a list of “stop” words (also called a ‘stoplist’), which identify frequent words such as ‘and’ and ‘or’ which would be unlikely to assist in the clustering or classification task. Words in the stoplist are hence not included in the vector which represents a document. Current stoplists are arguably outdated in the light of fluctuations in word usage, and also arguably innocent of certain candidate web-specific stop words, hence bringing into question their use in web-based document analysis tasks. We explore this by developing new stoplists in a principled way, one based on word entropy over a random dataset of web pages, and one based on word entropies in the BankSearch dataset.  We evaluate them by comparing the accuracies obtained by unsupervised clustering on the BankSearch dataset using a variety of stoplists. We find that existing stoplists, though old, are well-designed and perform robustly, however they can be outperformed in some cases by our new stoplists, especially that based on the random dataset, and especially on hard classification tasks.

1. Introduction

Internet search engines function by mapping users’ requests to a database of web document URLs. The majority of search engines provide this mapping via keyword matching of requests to a database of indexes.  However, keyword matching is known to be only suggestive of a document’s content and hence most agree that in order for the web to reach its full potential, sophisticated advances on keyword matching are an urgent priority.

Due to only partial indexing of the web by any single, or groups of, Internet search engines, the number of documents constituting the web is largely unknown.  However, by taking the search engine with the highest index, Google [1], a suitable lower bound for the size of the web can be ascertained.  Google [1] currently indexes just over 3 billion web documents.

With an index of this size, manual back classification of the web would be hugely resource intensive, even for the categorisation of each of the 1.5 million web documents added each day [2].

Various suggestions for classification by document’s author have been put forward, but with no suitable taxonomy of the web, along with previous experience of META keywords/description tag misuse, this would be an ineffective method.  For these reasons, most researchers in this field agree that total classification of the web is only achievable through the use of total or partially automated categorisation methods.

Our automated categorisation method of choice is unsupervised clustering because it doesn’t require any a priori information.  This is extremely important in the context of web document categorisation due to the fact that any humanly generated taxonomy consisting of the many categories of the web would be highly subjective, therefore bringing into question the usefulness of supervised categorization techniques.

Unsupervised clustering is a branch of information retrieval, and a fundamental tool used to improve the accuracy of unsupervised document clustering is the use of lists of stop words (stoplists). The use of stoplists is justified by research suggesting that over 50% of all words in a small typical English passage are contained within a list of about 135 common words [3]. These can be considered to be noise words as suggested by Van Rijsbergen [4], and should be removed as part of any pre-processing in document or text analysis experiments. A stoplist is therefore simply a list of words that must be removed before processing commences.  Stop words have been fairly well researched and a handful of lists have been published [4, 5], but these lists were compiled on the basis of particular experiments on text retrieval. Many researchers have used these as standard stoplists, finding indeed that they greatly aid in achieving effective clustering or classification, however their age and the context of their compilation must bring into question their continued general usage. 

In particular, a large part of modern research in document clustering is concerned specifically with web documents, and it can be argued that a web-specific stoplist would be beneficial. During our experimentation in [6], we noted that the text retrieval stop-word lists were lacking some very common but web-specific terms; this is of course related to the fact that these lists were developed before the mass expansion of the web in the early 1990’s. 

 The rest of this paper describes a method based on entropy that we used to obtain web-specific stoplists and we prove by experimentation that the use of these web-specific stoplists is advantageous when performing web document categorization. In section 2 we discuss the use of entropy as a measure of the information content of a word, leading to a description of how we calculate word entropies for a given dataset  Section 3 describes a new dataset that we have generated which specifically contains randomly chosen web pages. This was essential for developing a stoplist which was unbiased by the categorisation inherent (and understandably so) in the great majority of published datasets for use in document classification. Section 4 describes the stoplists used in our experiments; this includes the commonly used ones, combinations of those, and our entropy-based stoplist. Experiments and results are described in sections 5 and 6 respectively, and we provide conclusions in section 7. 

2. Entropy Calculations

In order to work out which words constitute ‘noise words’, some metric must be applied to determine the ‘usefulness’ of a given word. The most basic and readily calculated such metrics are those based straightforwardly on word frequency, where the idea is that high frequency is generally correlated with high noise value. Whilst word-frequency metrics lead to reasonable results for certain high frequency words such as ‘the’ ‘to’ ‘and’, etc …, it does not appropriately handle words that only occur frequently in selected documents – i.e. it glosses over the way in which the total occurrence of a word is distributed across the set of documents. Any type of summed document frequency marks these as potential noise words because of their relatively high overall count, but due to the bulk of the high frequency coming from only a few documents, these cannot be valid noise words, they are more likely in fact to have high information content.

Luhn [7], deduced that words occurring either very rarely or very frequently in a document don’t describe the content, in fact it is the set of words that have average frequency that have the greatest resolving power.

It has been show in Harman [8] that although other functions can be applied to document frequency, such as inverse document frequency, the highest precision was achieved when computing the entropy of each individual word.  Entropy measures the frequency variance of a given word for multiple documents.  I.e. words with very high frequencies in some documents but low frequency in others will have high entropy. We adopt the method of Lochbaum and Streeter [9], who calculate the entropy W(w) of a given word w with respect to a given set of  n documents as:
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and: 

fi(w) = Frequency of word w in document i

n = number of documents.

Once the entropy of each word in the dataset has been calculated, the resulting list can be ordered by ascending entropy to reveal the words that have a greater probability of being noise words.

3. Dataset of Random Web Pages
In our preliminary experiments using the BankSearch web document dataset [6], it soon became apparent that entropy calculations were biased in terms of the categories of documents present in that dataset. Consider for example the list of low-entropy words which would result from calculations on a dataset of documents all within the single category ‘banking’. The word ’bank’ would clearly be in that list, and hence a candidate for inclusion in a stoplist for clustering/categorization experiments on that dataset alone. However, it is clearly a poor choice of stop-word when, for example, clustering a set of documents which include some from the banking category and others from a quite distinct category. The BankSearch dataset contains 10 different categories with varying distinctions between each other, and entropy calculations over the entire dataset do not clearly exhibit this problem, since there is no unifying theme over all 10 categories, however there remains a bias towards unduly low entropies for words which are category-related and frequent in a large number of documents. 

 To address this problem, we generated a large dataset of random web documents that would aid our experiments in two ways: Firstly, a large number of ‘random’ web documents would, by definition, contain a large number of different categories, and therefore minimize the effect of subject-specific low-entropy words. Secondly, out of the set of all possible web categories, some categories occur more frequently than others.  It follows that a ‘perfect’ stoplist for the web would have some bias towards subject-specific stop words contained within these frequently occurring categories. Our proposed stoplist (generated from our random dataset) would also mirror this fact if the dataset were a true random snapshot of the web in terms of comprised categories.  

The main requirement of a dataset of random web documents for use in web document clustering is that it is unbiased towards any subject category or any groups of subject categories (after taking into account, as discussed above, any inherent such bias in the web itself).  Realistically, zero bias is probably because it is hard to achieve absolute randomness, but we believe that our dataset, generated as outlined below, comes towards realizing this.

3.1 Dataset Capture
The easiest method of obtaining a list of random web documents would be to mine the contents of a given web cache. Unfortunately this would yield biased results because web caches only echo the current browsing trends of users. Our solution to overcome the problem of unwanted bias was to select random results from randomly generated search engine queries. The generation of each search term was achieved by selecting a word at random from a dictionary of over 9,700 words; this word was then queried at the Google search engine [1], which in turn produced a maximum of 100 search results. One search result was then selected at random and archived into our dataset. One important addition that must be mentioned was that the search was configured to return 100 results (the maximum single search allowed by Google) and we also implemented Google’s [1] inbuilt strict filtering of search results in order to suppress documents of inappropriate content.  It is therefore true that this dataset is not 100% unbiased because it excludes documents containing some inappropriate content, however this makes it an appropriate random dataset with regard to the ‘view’ of the web obtained by strict filtering, which is precisely the view within which most web services and search engines operate.

3.2 Dataset Archiving
The archiving process involved examining the downloaded hypertext source code for each file in the dataset for the presence of a frameset. If the page was, or contained a frameset then the rest of the frames referenced were also added to the current page before archiving. 

Table 1 – Attributes saved within each web document
	Document Attribute

	Id number

	Document URL

	Archiving Date and Time

	Document size

	HTML Source


As the primary use for this dataset is for use with web document classification it was important to ensure that the actual content (as seen by a human) was archived. This is the same process that we deployed in [6]. Each complete page was then archived with the content indicated in table 1. We encourage the use of the dataset and a complete version can be downloaded from:

http://www.pedal.reading.ac.uk/randomdataset/

4. Stoplist Generation Methods

As explained in section 5, we employed Van Rijsbergen’s stoplist [4] and Brown’s stoplist [5] for comparative experiments; in this section we describe the various new stoplists that we generated on the basis of the random dataset described in section 3, and also using the BankSearch Web Document dataset described in [6].

Generation of potential stoplists was done using three different methods. The first involved selecting the set of words that had a dataset frequency of 10 or more and computing the entropy for each such word. The reason for just selecting words occurring at least 10 times was due to the length of time it took to calculate the entropy of a word from 10,000 documents, using the equations in section 2. This is justified since any words that occur fewer than 10 times in a dataset of 10,000 web documents cannot possibly have an entropy value suitable for a stop-word, and therefore do not affect the validity of a stoplist generated in this way.

Words were then sorted according to the entropy value in ascending order, (the word with the lowest entropy was at the top). The top 10 words were;

‘the’, ‘and’, ‘to’, ‘of’, ‘in’, ‘for’, ‘on’, ‘is’, ‘with’ and ‘by’

This was just as expected as these are all generally accepted noise words. The final part in this method involved selecting the top n words of the sorted entropy list to act as our improved stoplist.

The first experiment involved setting n = 319, since this is the number of words in the frequently employed stoplist published by Van Rijsbergen’s [4], and therefore comparisons between the two could be made appropriately. The second was to set n = 425, since this is the number of words containing within the Brown Corpus stoplist [5]. The next logical step was to choose intermediate values of n between 319 and 0, (I.e. no stoplist use) to explore the effect of a smaller stoplist.  We also chose to explore the possibility that a much larger stoplist might be advantageous, therefore we tried values of n=500 and n=1000.  The list of stoplist sizes we used is clear from Tables 2 and 3.

The second stoplist generation method simply involved merging the set of Van Rijsbergen’s 319 words with the set of 319 words generated via entropy calculations (see above). The union of this produced a stoplist of 483 combined words.

The same technique was also applied to the 425 words contained in the Brown Corpus stoplist.  The set of words was added to the 425 top words in our entropy list to give a combined union of 626 words.  This formed our second combined stoplist.

The third and final method of stoplist generation involved calculating the entropy for every word in every category of the BankSearch Dataset [6].  Once calculated, the list was sorted and each word was assigned a rank depending on its position in the list from the top.

Each word’s rank was then averaged over each of the 10 categories therefore yielding an average entropy measure, which, again could be sorted. The resulting list was then pruned to a suitable size by selecting n words from the top of the sorted list, for the same values of n discussed above.

5. Validation Experiments

For the purpose of evaluating and comparing different stoplists, we looked at the performance of k-means clustering of sets of documents. Given the same set of documents, and the same k-means parameters, a stoplist can be evaluated by using it in the generation of document feature vectors for that set of documents, and measuring the performance of k-means clustering on those feature vectors. The idea is that better stoplists, which by definition would mean a better choice of noise words removed, and a smaller chance of ‘useful’ words being removed from consideration, should lead to better clustering performance accuracies.

In a single experiment (using a given collection of documents from the BankSearch Web Document Dataset [6] and a given stoplist) 100 k-means trials were done, and the mean, median and best accuracies were obtained for those trials, measuring accuracy as described in [6].  In all cases, the document feature vectors contained the most frequent 2% of words in the document set, after removal of words from the given stoplist. 

Careful thought was then given to the choice of candidate categories on which to perform our experiments, the choice was made to use two categories that were similar in document subject content and two categories that were quite distinct in terms of subject content.  The decision to perform accuracy experiments on both distinct and similar subject categories allowed us to measure the full effect that stoplists, and the lengths of stoplists have depending on the degree of difficulty of the clustering task.

No accuracy experiments would be complete without a comparison to established ‘benchmark’ stoplists., therefore comparisons were made with the two commonly employed stoplist of Van Rijsbergen [4] and the Brown Corpus [5]. Finally, comparisons were also made against not using a stoplist at all.

6. Results

Table 2 summarises the results when using 2-means clustering on a collection of 2,000 documents from the BankSearch dataset [6], containing 1,000 documents each from two distinct categories. The new stoplist used here (SLR) was that generated by measuring word entropies on the Random dataset described in section 3.

Table 2: Clustering two “distinct” subject categories from the BankSearch Dataset: “Commercial Banks” and “Soccer”, with a fixed feature vector length of 2% - with SLR referring to the stoplist derived from entropies of words in the Random Dataset. 

	Stoplist
	Mean
	Median
	Best

	Van Rijsbergen
	73.7
	91.3
	94.4

	Brown Stoplist
	72.5
	91.3
	94.4

	No Stop List
	61.1
	64.5
	66.4

	Top 10 of SLR
	73.1
	87.6
	89.1

	Top 50 of SLR
	66.8
	51.2
	94.8

	Top 100 of SLR
	69.5
	52.5
	93.9

	Top 150 of SLR
	72.0
	89.2
	93.6

	Top 300 of SLR
	68.4
	55.9
	91.8

	Top 319 of SLR
	71.2
	86.3
	91.7

	Top 425 of SLR
	70.6
	86.4
	90.9

	Top 500 of SLR
	68.9
	57.8
	90.2

	Top 1000 of SLR
	67.5
	57.5
	89.6

	Union (SLR/VanR)
	70.6
	87.3
	91.3

	Union (SLR/Brown)
	68.6
	57.2
	90.1


The Van Rijsbergen and Brown stoplists clearly perform well, with none of our new comparative stoplists achieving a better mean or median accuracy over 100 trials. However, the best accuracy ever achieved over the 1,400 trials summarised in the table was attained by using the top 50 words of the new SLR stoplist. 

In Table 3 a similar set of experiments are summarised, this time involving the separation of two quite similar categories of documents.

Table 3: Clustering two “similar” subject categories from the BankSearch Dataset: “Building Societies” and “Insurance Agencies”, with a fixed feature vector length of 2% - with SLR referring to the stoplist derived from entropies of words in the Random Dataset. 

	Stoplist
	Mean
	Median
	Best

	Van Rijsbergen
	65.7
	54.5
	90.6

	Brown Stoplist
	68.5
	54.2
	91.1

	No Stop List
	51.3
	51.2
	51.8

	Top 10 of SLR
	57.9
	51.9
	88.7

	Top 50 of SLR
	63.1
	52.0
	90.0

	Top 100 of SLR
	62.3
	52.0
	90.8

	Top 150 of SLR
	64.9
	52.1
	91.2

	Top 300 of SLR
	65.8
	52.6
	91.3

	Top 319 of SLR
	67.0
	54.4
	91.3

	Top 425 of SLR
	64.4
	54.8
	91.3

	Top 500 of SLR
	53.6
	55.0
	55.0

	Top 1000 of SLR
	54.7
	55.9
	55.9

	Union (SLR/VanR)
	66.8
	54.7
	90.3

	Union (SLR/Brown)
	64.3
	54.6
	90.2


       In this case, certain lengths of the SLR stoplist were able to improve on the Van Rijsbergen list. In particular, the ‘top 319’ version achieved better mean and best values than the Van Rijsbergen list, which is of precisely the same length. Similarly, the ‘top 425’ version of SLR led to better median and best values than the Brown stoplist, which is the same length. 

      The same collections of experiments were repeated for the case in which our stoplist, now called SLB, was generated as described in section 4, via entropy calculations on the BankSearch Dataset. These experiments were to test the notion that the bias inherent in a categorised dataset would lead to a different stoplist and hence different results, although it was not clear a priori whether we could expect such biases to improve or degrade performance when the stoplist was used for clustering on the dataset it was generated from.

     The results for the case of two distinct categories (table 4) are not greatly different from those with the SLR stoplist. Interestingly, the best result of all was again obtained with the top 50 of the new stoplist. However, unlike the SLR case, the SLB list was not quite as competitive with its similarly sized rivals when set with n = 319, and with n = 425. 

Table 4: Clustering two “distinct” subject categories from the BankSearch Dataset: “Commercial Banks” and “Soccer”, with a fixed feature vector length of 2% - with SLB referring to the stoplist derived from entropies of words in the BankSearch Dataset.

	Stoplist
	Mean
	Median
	Best

	Van Rijsbergen
	73.7
	91.3
	94.4

	Brown Stoplist
	72.5
	91.3
	94.4

	No Stop List
	61.1
	64.5
	66.4

	Top 10 of SLB
	70.2
	87.4
	89.1

	Top 50 of SLB
	72.5
	91.2
	94.6

	Top 100 of SLB
	70.9
	55.7
	94.2

	Top 150 of SLB
	69.4
	55.8
	93.7

	Top 300 of SLB
	72.8
	86.6
	92.2

	Top 319 of SLB
	73.5
	86.6
	92.2

	Top 425 of SLB
	70.6
	86.4
	90.4

	Top 500 of SLB
	74.3
	86.2
	88.2

	Top 1000 of SLB
	68.2
	58.6
	88.4

	Union (SLB/VanR)
	69.9
	56.7
	91.5

	Union (SLB/Brown)
	69.5
	57.2
	91.0


Table 5: Clustering two “similar” subject categories from the BankSearch Dataset: “Building Societies” and “Insurance Agencies”, with a fixed feature vector length of 2% - with SLB referring to the stoplist derived from entropies of words in the BankSearch Dataset.

	Stoplist
	Mean
	Median
	Best

	Van Rijsbergen
	65.7
	54.5
	90.6

	Brown Stoplist
	68.5
	54.2
	91.1

	No Stop List
	51.3
	51.2
	51.8

	Top 10 of SLB
	60.1
	52.0
	88.8

	Top 50 of SLB
	62.0
	52.0
	89.7

	Top 100 of SLB
	70.4
	52.8
	90.9

	Top 150 of SLB
	67.2
	54.4
	91.2

	Top 300 of SLB
	65.3
	54.7
	91.0

	Top 319 of SLB
	64.6
	54.7
	90.9

	Top 425 of SLB
	62.5
	54.7
	90.3

	Top 500 of SLB
	66.1
	55.2
	90.3

	Top 1000 of SLB
	57.3
	55.7
	70.8

	Union (SLB/VanR)
	67.9
	55.0
	91.1

	Union (SLB/Brown)
	66.8
	54.8
	91.3


The SLB results for two distinct categories are contained in table 5. Yet again, the best result overall was obtained in one or more of the trials with the new stoplists, in this case the union of Brown [5] with the top 425 words of SLB. However, other trends or conclusions are difficult to obtain.

7. Concluding Discussion
Van Rijsbergen’s seminal book [4] introduced the use of stoplists in information retrieval, and also included a treatment of the complex relationship between word frequency and information content – i.e. the degree to which the frequency of a word (over a collection of documents) was correlated with its chances of being in any particular category of document within that set. Very high frequency words are likely to be noise words – i.e. unlikely to be represented more in one category than in another. Very low frequency words are also noise: these may often be category specific, but do not occur often enough to be useful markers for classification purposes. Words of medium frequency, however, are much more difficult to assess. Some may be noise words, while others may be highly category specific. 

We have employed an entropy measure [9] in order to identify potential words for stoplists (those of low entropy), which we would expect to be able to distinguish well the noisy mid-frequency words from the useful mid-frequency words, while very high frequency words naturally work out to have low entropy, and very low frequency words are removed from consideration a priori.  

We measured word entropies over a new dataset of 10,000 random documents (described here for the first time) on which to base the generation of a stoplist called SLR. Similarly, word entropy calculations on the BankSearch Web Document dataset [6] were used to generate a stoplist called SLB. 

In experiments, which compared stoplists in terms of the clustering performance of k-means following word-removal guided by them, we found on the whole that the existing well-used lists [4, 5] performed very robustly. However, there were the following interesting findings: 

· The best performance in each experiment was always achieved with one of the new stoplists. 

· SLR led to generally better results than SLB

· There certainly seems to be an optimal size of stoplist, and this depends on the classification task, being larger for harder tasks (similar categories). 

· The SLR list seemed overall slightly better than the well-used lists [4, 5] when set at similar sizes and when employed on a hard (similar categories) clustering task. 

It seems justified to conclude that the topic of stoplists is worth revisiting. Different stoplists lead to different benefits, and we have shown that proper choice and construction of a stoplist can affect results in a way that depends on the task at hand. Entropy appears to be a valuable measure in this respect, and the use of a Random web dataset was shown more effective than use of a categorised (though wide-ranging) dataset for calculating suitable word entropies. In particular, we note that the SLR list can be considered to be a web-specific list and this may account at least partly for its occasional superiority over the Van Rijsbergen and Brown lists when applied to web documents. Promising areas for future work include the direct addition of web-specific low-entropy terms to a union of the Van Rijsbergen and Brown lists, the use of additional and new information theoretic measures to generate stoplists (as has been done often for feature selection rather than feature removal [10–13]), and further investigation of the sensitivity of clustering performance to the quality of the stoplist used. 
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