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Abstract. This paper introduces a multistrategy learning approach to the cate-
gorization of text documents. The approach benefits from two existing, and in
our view complimentary, sets of categorization techniques: those based on Roc-
chio�s algorithm and those belonging to the rule learning class of machine
learning algorithms. Visualization is used for the presentation of the output of
learning.

1   Introduction

The recent explosion of on-line information has generated an urgent need for more
effective and more �intelligent� tools for information access.   The enormous shift
from centralized to distributed computing in recent years and the replacement of main-
frames and stand-alone computers by Internet and Intranet environments has played a
key role in the increase of available on-line information. The World Wide Web, for
instance, has provided its ever growing community of users with a tool which allows
them to not only access millions of on-line information sources, but also to make their
own information sources available to millions of other users around the world.

Text Categorization (TC) or the automatic assignment of documents to predefined
topics has been recognized as an effective tool for managing the huge number of on-
line documents. TC gives organization to the often unorganized document collections
and hence eases the task of locating relevant information for the user.

The aim of this paper is to introduce a multistrategy learning approach to TC. A
close look at two popular algorithms used for TC: a modified version of Rocchio�s
algorithm [1] and the rule learning algorithm RIPPER [2] reveals that despite their
differences, the two are somewhat complimentary in nature. Our hope is to take ad-
vantage of the complimentary nature of these two algorithms by combining them in a
unique multistrategy framework. Visualization is used for the presentation of the out-
put of learning and helps the user in determining the category (or categories) of an
incoming document.



438           Ali Hadjarian, Jerzy Bala, and Peter Pachowicz

In the remainder of the paper, we will briefly discuss the two algorithms involved,
present the multistrategy framework, explain the visualization aspect of the methodol-
ogy, and finally present our conclusions.

2   The Individual Learning Algorithms and Their Characteristics

In this section, we will discuss the two learning algorithms employed in the proposed
multistrategy system and mention some of their characteristics.

2.1   RIPPER Rule Learning Algorithm

One of the algorithms employed in our approach is RIPPER [2]. RIPPER is a rule
learning program that has proven to be an effective tool for building text classifiers
[3]. The input to RIPPER consists of a set of training text documents that have already
been classified into predefined categories.  Its output is a text classifier in the form of
classification rules. A single rule can be a single condition or a conjunction of two or
more conditions. The ruleset itself is a disjunction of the single rules.

RIPPER�s learning strategy is very close to that of a decision tree classifier. The
RIPPER ruleset is constructed through two separate phases: the learning phase and the
optimization phase. During the learning phase, the ruleset is constructed by starting
with an empty ruleset and then adding one rule at a time until all the positive training
examples are covered. The rules themselves are constructed in the following manner.
The training examples are first split into growing and pruning sets. Each rule origi-
nally has no conditions. Conditions are repeatedly added to each rule until no negative
training examples, in the growing set, are covered by that rule. The resulting rule is
then simplified by removing one or more conditions so as to improve the rule�s per-
formance on the examples in the pruning set.  The greedy search for new conditions to
be added (during rule construction) or to be removed (during simplification) is done
using ad hoc heuristic measures such as information gain [4].

During the optimization phase, the ruleset obtained in the learning phase is further
optimized by reducing its size and improving its fit to the training examples. Each rule
may potentially be replaced by an optimized rule that improves the overall perform-
ance of the whole ruleset. Rules are grown and simplified (like in the learning phase)
so as to improve the performance of the whole ruleset on yet another held-out pruning
set.

2.2   Rocchio�s Algorithm

The second algorithm employed in the proposed approach is a version of Rocchio�s
algorithm [5], which has been modified for text categorization [1] and implemented by
[3]. Given the vector space representation of individual documents (e.g. a vector con-
taining the terms in the corpora and their corresponding weights for the given docu-
ment), Rocchio calculates a prototype vector for each document category. This proto-
type vector has the same dimension as the original weight vectors. The weight of a
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given term in the prototype is a combination of its weight in the relevant (i.e. belong-
ing to the target category) and non-relevant (i.e. not belonging to the target category)
documents and is calculated using the following formula:
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where ωc,k is the weight of the kth term in the prototype vector for category c, ωi,k is the
weight of the kth term in the vector representation of document i, relevant is the set of
all documents belonging to category c, non-relevant is the set of all documents not
belonging to category c, nrelevant is the number of documents belonging to category c,
and nnon-relevant is the number of documents not belonging to category c. β and γ are
parameters which control the contributions of relevant and non-relevant documents
(i.e. positive and negative examples) to the prototype vector, respectively. The stan-
dard values for these parameters are β  = 16 and γ  = 4 [6].

There are many different ways to calculate the weight vector for any given docu-
ment. The weight vector for document i is represented as 〈ωi,1, ωi,2, ωi,3, …, ωi,t 〉 ,
where t is the total number of indexing terms. One of the most popular weighting
schemes is the TF-IDF (Term Frequency � Inverse Document Frequency) approach,
which is based on the notion that a word with high frequency within a document is
perhaps representative of the document content and so it should be given a high
weight and a word appearing in too many documents is perhaps not very discrimina-
tory and so it should be given a low weight [7].

Using Rocchio, a document is classified as belonging to category c, if its distance
(i.e. dot product) to the prototype vector for category c is less than some threshold.
The threshold can, for example, be set to a value that minimizes the classification
error rate on the training data.

2.3   RIPPER vs. Rocchio

Here we will discuss some of the characteristics of the two categorization techniques
described above and by highlighting their differences, which make the two somewhat
complimentary in nature, we hope to justify their integration within a unique
multistrategy framework.

Rocchio, being a linear classifier, generates just a single model for each category of
documents in the form of a prototype vector in a vector space model. RIPPER, on the
other hand, has the ability to generate multiple models for the same document cate-
gory. In other words, every rule generated by RIPPER can potentially be considered
as a model that tries to capture some characteristics of the training data. This is espe-
cially important if the documents belonging to a single category form disjoint clusters
in the representation space (e.g. Science category containing documents on Astron-
omy, Biology, etc.).
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RIPPER generates classification rules that are easily comprehensible by people.
Rocchio generates category prototypes in the form of vectors of numerical values (i.e.
term weights) that are perhaps not as intuitive.

RIPPER�s classification rules are discriminatory in nature. In other words, the rules
include only those conditions (e.g. words) that are sufficient for discriminating among
the various training categories and hence are often too general. The prototype vectors
produced by Rocchio, on the other hand, are more descriptive. This means that a
number of relevant words may contribute to the categorization task, not just those few
that are highly discriminatory.

RIPPER allows for the inclusion of context into the classification process. In other
words, the influence of any given word on classification is sensitive to the presence or
absence of other words in the document. Moreover, RIPPER itself determines the
context. Rocchio on the other hand is not context-sensitive. In other words, it assumes
that the influence of any given word on classification is independent of the presence or
absence of any other words in the document.

A major advantage of Rocchio is that it provides a measure of similarity or �typi-
cality� for a test document. In other words, using Rocchio, we are able to tell how
close a given test document is to the learned category prototypes. This is achieved
through the calculation of some kind of distance (e.g. dot product) from the vector
representation of the test document to the vector representation of the prototype vector
for a given category. The similarity measure can be viewed as a classification confi-
dence factor. RIPPER, on the other hand, does not have the ability to assign a confi-
dence measure to its classification decisions. In other words, it classifies a given test
document as belonging to one of the existing categories without giving an indication
of its �typicality� (except for using ad hoc measures such as rule strength). This disad-
vantage is common among rule learners.

3   A Multistrategy Approach

The proposed approach tries to take advantage of the complimentary nature of the
above algorithms by combining them in a multistrategy framework. More specifically,
the approach generates multiple models of categories in the form of discriminatory
decision rules that are easily comprehensible by people (i.e. First learning phase). But
instead of categorizing an incoming document by simply applying these rules, the
algorithm uses more descriptive models of the categories that can also be used to
measure the typicality of a document (i.e. Second learning phase). Here we will de-
scribe the architecture in more detail.

The overall view of the approach is depicted in Figure 1. The input to the learning
system consists of a number of training documents annotated by their topic. Given the
initial categories of documents and example documents belonging to each category,
the system will try to generate descriptions of these categories by using the RIPPER
rule learning algorithm. The resulted output of this first phase of learning is a set of
discriminatory rules for each of the training categories (e.g., two rules for Topic1 and
three rules for Topic2 in Figure 1).
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A nice by-product of the rule learning process is an implicit clustering of the train-
ing documents. In other words, those documents classified by a single rule could form
their own cluster within the representation space. The common characteristic of the
documents in a single cluster is of course the presence of a term (or terms) as indi-
cated by the conditions of the classification rule. As indicated earlier, the documents
belonging to a single category may form disjoint clusters in the representation space.
Different rules in the learned ruleset try to cover these disjoint areas. Unlike a rule
learning algorithm such as RIPPER, a linear classifier such as Rocchio would generate
a single model at the center of all the disjoint clusters without accurately representing
each single cluster. This is why algorithms such as RIPPER are much more suited for
learning concepts formed by disjoint document clusters.

Fig. 1. A multistrategy approach to document categorization

The function of the second learning phase (i.e. Rocchio) is to generate more de-
scriptive rules for each topic. The advantage of having more descriptive rules is that in
the absence of a very large and comprehensive training set, the discriminatory rules
learned during the first learning phase may tend to be too general. A more descriptive
model requires the presence of a number of relevant terms in order to correctly cate-
gorize a given document and not just a few highly discriminatory terms.

Here, however, instead of learning a single prototype for each category of docu-
ments as it is traditionally done, the system learns a different prototype for each rule
generated in the first phase. As described earlier, a nice by-product of rule learning is
the implicit sub-clustering of documents in a given category. In other words, all the
documents that are �explained� by a given rule are clustered together. Rocchio gener-
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ates a different prototype vector for each cluster of documents (i.e. instead of gener-
ating a single prototype at the center of disjoint document clusters, which may not be
very accurate).

Now when trying to match an incoming document, instead of directly applying the
rules obtained during the first learning phase, the system calculates the �distance� of
this document to the prototype vectors. And by presenting the results visually (i.e. as
explained in the following section), the system can assist the user in identifying the
potential category (or categories) of an incoming document.

4   Visualization of the Output

Figure 2 depicts a sample output of the multistrategy categorization system described
above. The document categories used for this particular example come from the
popular Reuters-21578 (Distribution 1.0) dataset. This dataset along with its detailed
description is available through David D. Lewis�s homepage [8]. Here four of the
categories (e.g. �Grain�, �Trade�, �Shipping�, and �Crude oil�) were chosen for the
categorization task at hand. As it can be seen in the figure, there are a number of
boxes (i.e. 3D bars) associated with each category. Each box represents a cluster of
documents formed by a single rule generated for that category. The height of the box
represents the number of documents in the cluster. The key words associated with
each particular cluster (i.e. the conditions of RIPPER�s rules) can be seen by brushing
the box. For example the brushing on the box on the lower portion of the figure re-
veals that the two most important key words for that particular cluster of documents
belonging to the �Crude oil� category are OIL and BARRELS.

The color of each box determines the degree of similarity of an incoming document
to each cluster (as determined by the second learning phase: Rocchio). Here for exam-
ple a darker color indicates a stronger match and so we can infer from the figure that
the incoming document belongs to the �Crude oil� and to a lesser degree to the �Ship-
ping� categories.

5   Conclusions

The multistrategy approach presented here combines the benefits of a rule learning
algorithm, such as compact and easily comprehensible representation of the learned
knowledge and the ability to generate multiple models of the same category, with
those of the more traditional Rocchio�s algorithm, such as the generation of more
descriptive models of categories and providing the means for measuring the closeness
of a given document to each category.

This is an ongoing research project. Aside from the immediate benefits highlighted
above, extensive sets of experiments are needed to measure the gain, if any, in the
overall classification accuracy by combining the individual learning strategies. Future
work also includes the implementation of more elaborate modeling techniques for
identifying the disjoint clusters of documents belonging to the same category. Docu-
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ments represented by different rules may not necessarily belong to disjoint clusters as
it has been assumed here.

Fig. 2. Sample output
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