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Abstract

Document categorization, which is defined as the classification of text documents into one of several fixed classes or categories, has become important with the explosive growth of the World Wide Web. The goal of the work described here is to automatically categorize Web documents in order to enable effective retrieval of Web information. Based on the rule learning algorithm RIPPER (Repeated Incremental Pruning to Produce Error Reduction), we propose an efficient method for hierarchical document categorization. 

Keywords: document categorization, rule learning, hierarchical category, RIPPER 
  

1 Introduction

The explosive growth of online text documents available through the World Wide Web has led to increased interest in intelligent tools for filtering and categorizing documents. Keyword-based search engines and and manually-built index servers are spreading for locating information on the World Wide Web. Most search engines cover several million Web pages using automatic indexer robots or spiders. But most of the retrieved results are sometimes of no interest to the users. Manually-built index servers give hierarchical orderings of Web pages, and are useful if users are looking for information on particular topics or subjects. But manual categorizations are time-consuming and labour-oriented tasks, and moreover they are subjective and biased to the maintainer's knowledge. 

This paper is concered with the problem of automatic document categorization, which is becoming an important technique for helping users organize the vast amount of Web documents. In the remainder of the paper, we first describe the rule learning algorithm RIPPER, our baseline algorithm, and then extend RIPPER to allow hierarchical categories, and finally show experimental results. 

2 Rule-Based Text Categorization

While much studies have been devoted to automatic document clustering, our work is based on the rule learning approach. This approach generates a set of classification rules from labeled (pre-classified) training data. The greatest advantage of using rules is its comprehensibility. Rules are relatively easy to understand and modify. Thus, it is particularly helpful for end users to organize personalized URL repositories (bookmarks or hotlists). 

As a baseline algorithm, we used the rule learning algorithm RIPPER (Repeated Incremental Pruning to Produce Error Reduction) [1],[2]. RIPPER is an efficient, noise-tolerant rule learning algorithm based on the separate-and-conquer strategy, and its algorithm is summarized as follows. The training data is partitioned into two subsets, a growing set and a pruning set. Using these two subsets, RIPPER builds up a rule set by repeatedly adding rules to an empty rule set. The rule-growing algorithm begins with an empty conditions, and greedily adds conditions until the rule no longer makes incorrect prediction on the growing set. Here, each condition represents the appearance of a particular word w in a document d. Next, the learned rule is simplified by deleting conditions so as to improve performance of the rule on the pruning set. All examples covered by the formed rule are then removed from the training set and a new rule is learned in the same way until all examples are covered by the rule set. 

An example of a rule set constructed by RIPPER is below (using Prolog-like notation): 

Painting :- WORDS ~ "watercolor". 
Painting :- WORDS ~ "art", WORDS ~ "museum". 
Painting :- WORDS ~ "author", WORDS ~ "picture". 

This rule set means that a document d is considered to be in the category "Painting" if and only if 

(word "watercolor" appears in d) OR 
(word "art" appears in d AND word "museum" appears in d) OR 
(word "author" appears in d AND word "picture" appears in d).

That is, rule conditions checks whether a keyword (e.g. "watercolor", "art", "museum", etc.) appears in a document. 

3 Introducing Hierarchical Document Categories

One weakness with the RIPPER algorithm is that it does not create a condition for a keyword which appears in more than two categories. To take a simple example, let us consider document categories: "Painting", "Photography" and "Sports". In the training data, the word "gallery" may occur frequently in categories "Painting" and "Photography". Thus, the following rules are never created because these rules contradict each other. 

Painting :- WORDS ~ "gallery". 
Photography :- WORDS ~ "gallery". 

However, an appearance of the word "gallery" strongly indicates that the document is not the "Sports" category but it is the "Painting" category or the "Photography" category. In order to achieve high-precision document categorization, it is desirable to use as many keywords as possible. 

To avoid the problem, we extended the RIPPER algorithm to automatically introduce hierarchical categories in a rule set. We describe how the extended algorithm works by taking a simple example. First, in the rule growing phase, a rule is grown by simply adding conditions using the growing set. This phase may create contradictory rules. Assume here that the following rule set is created: 

Painting :- WORDS ~ "gallery". 
Painting :- WORDS ~ "watercolor". 
Photography :- WORDS ~ "gallery". 
Photography :- WORDS ~ "photo". 

In this rule set, the first and third rules are contradictory. Then, we examine the frequencies 

                 Freq(gallery, Painting) 
                 Freq(gallery, Photography)

that word "gallery" occurs in the "Painting" or "Photography" category. If these frequencies exceeds a predetermined threshold, a new category will be created for word "gallery". 

In this way, we finally obtain the following rule set: 

Arts :- CATEGORY ~ Painting. 
Arts :- CATEGORY ~ Photography. 
Arts :- WORDS ~ "gallery". 
Painting :- WORDS ~ "watercolor". 
Photography :- WORDS ~ "photo". 

The new category "Arts" covers both of the category "Painting" and "Photography" and a document d is considered to be in the category "Arts" if the word "gallery" appears in d. (We use the category name "Arts" for the sake of convenience. In practice, category names are automatically generated by a program.) The following figure illustrates this rule set. 
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Fig.1  Hierarchical categories

4 Experimental Results

We conducted experiments using actual Web page documents. Japanese Web pages linked from Yahoo! Japan (http://www.yahoo.co.jp/) were collected and categorized according to the Yahoo's hierarchical classification. Since Japanese texts have no word delimiter between words, the collected Web pages were first morphologically analyzed to extract words. Then, each Web page was represented as a sequence of nouns, regarding the remain words such as adjectives and verbs as stop words. The collected Web pages, a total of 1979 documents, were divided into two sets, 1832 training documents and 147 testing documents. 

The results are summarized in confusion matrices and they are presented in Table 1 (the original RIPPER algorithm) and Table 2 (our hierarchical RIPPER algorithm). True categorizations are listed across the top of each table, and the categorizations given by a particular algorithm are listed vertically in the first column. Category names (A, B, ..., J) correspond to the Yahoo's classification as follows: 

A ... Arts/Humanities
B ... Arts/Visual_Arts
C ... Computers_and_Internet/Internet/World_Wide_Web
D ... Computers_and_Internet/Programming_Languages
E ... Computers_and_Internet/Operating_Systems
F ... Computers_and_Internet/Hardware/Personal_Computers
G ... Computers_and_Internet/Software
H ... Entertainment/Movies_and_Films
I ... Entertainment/Music
J ... Computers_and_Internet/Graphics 

Table 1. Result obtained by the original RIPPER algorithm

 
A
B
C
D
E
F
G
H
I
J

A
16
1
9
0
0
0
0
0
0
0

B
0
4
4
0
0
0
0
0
0
0

C
1
1
20
1
1
0
0
2
0
0

D
0
0
3
0
0
0
0
0
0
0

E
0
0
17
0
8
0
0
0
0
0

F
0
0
5
0
0
0
0
0
0
0

G
0
0
15
1
2
0
1
0
1
0

H
0
0
6
1
0
0
1
10
0
0

I
0
0
8
0
0
0
0
0
5
0

J
0
0
3
0
0
0
0
0
0
0

Table 2. Result obtained by the hierarchical RIPPER algorithm

 
A
B
C
D
E
F
G
H
I
J
NewCat

A
16
1
1
0
0
0
0
0
0
0
8

B
0
4
0
0
0
0
0
0
0
0
5

C
1
1
17
1
1
0
0
2
0
0
3

D
0
0
0
0
0
0
0
0
0
0
3

E
0
0
1
0
8
0
0
0
0
0
16

F
0
0
0
0
0
0
0
0
0
0
5

G
0
0
2
1
2
0
1
0
1
0
13

H
1
0
3
0
0
0
0
10
0
0
3

I
0
0
6
0
0
0
0
0
5
0
3

J
0
0
0
0
0
0
0
0
0
0
3

In Table 2, "NewCat" means that documents are categorized in the new category automatically created by the hierarchical RIPPER algorithm. 

As can be seen from the experimental results (Table 1), the RIPPER tends to miscategorize documnets into category "C" (Computers_and_Internet/Internet/World_Wide_Web), while the hierarchical RIPPER does not. In that respect, we can say that the hierarchical RIPPER is superior to the original RIPPER. 

Generally speaking, a rule set obtained with the RIPPER algorithm is required to have high accuracy, but not necessarily high coverage. Accepting low coverage means that the RIPPER need not make predictions for every document. If the RIPPER fail to make a prediction for a document, it classify the document into the default category, which is the most prevalent category among all the categories. In our experiments, this default category is "C", and thus most misrecognized documents belong to category "C". On the other hand, the hierarchical RIPPER aims to increase rule coverage by introducing hierarchical categories while keeping high accuracy. Consequenrly, the hierarchical RIPPER achieves better results than the original RIPPER. 
5 Conclusions

Motivated by an increased interest in automatically categorizing the World Wide Web documents, we proposed a new method for document categorization based on the RIPPER rule learning algorithm, and obtained encouraging results. As future research, we intend to elaborate the method by combining different categorization methods such as probabilistic classifiers. 
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