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ABSTRACT
We describe a new powerful text categorization method that
is based on a combination of distributional features with
a support vector machine (SVM) classifier. Our feature
selection approach uses distributional clustering of words
via the recently introduced information bottleneck method,
which generates a more efficient representation of the doc-
uments. When combined with the classification power of
Support Vector Machines we produce the best known multi-
label categorization results on the 20 Newsgroups dataset.

1. INTRODUCTION
Text categorization is a fundamental task in information
retrieval with rich body of knowledge that has been ac-
cumulated in the past 25 years [20]. The “standard” ap-
proach to text categorization has so far been using a doc-
ument representation in a word-based ‘input space’, i.e. as
a vector in some high (or trimmed) dimensional Euclidean
space, and then has been relying on some classification al-
gorithm, trained in a supervised learning manner. Since the
early days of text categorization, the theory and practice
of classifier design has significantly advanced and several
strong leaning algorithms have emerged (see e.g. [9, 26]). In
contrast, despite numerous attempts to introduce more so-
phisticated document representation techniques, e.g. based
on higher order word statistics [17, 1, 22] or NLP [11, 2],
the simple minded independent word-based representation,
known as bag-of-words (BOW), remained very popular. In-
deed, to-date the best multi-class, multi-labeled categoriza-
tion results for the well-known Reuters-21578 data set [3]
are based on the BOW representations [10, 13].

In this paper we give further evidence to the usefulness of
a more sophisticated text representation method, which is
based on applications of the recently introduced Information

Bottleneck (IB) clustering framework [17, 24, 1, 22]. Specif-
ically, in this approach IB clustering is used for representing
a document in a feature cluster space (instead of feature
space), where each cluster is a distribution over document
classes. As we show, this relatively new distributional repre-
sentation, first explored in this context by [1, 22, 23], com-
bined with a Support Vector Machine (SVM) classifier [26,
7], allows for the best reported result for a multi-class cat-
egorization of another well-known 20 Newsgroups (20NG)
dataset [16]. We also show that the categorization of the
20NG using the strong algorithmic word-based setup of Du-
mais et al. [10], which achieved the best reported categoriza-
tion results for the Reuters dataset, is significantly inferior.

At the outset, these findings are perhaps not surprising since
the use of distributional word clusters (instead of words)
for representing documents, has several striking advantages.
First, the word clustering performs a sophisticated dimen-
sionality reduction, which implicitly considers correlations
between the various features (terms or words). In contrast,
the numerous greedy approaches for feature selection only
consider each feature individually (e.g. mutual information,
information gain, TFIDF, etc. see [27]). Second, the clus-
tering achieved by the IB method provides a good solution
to the statistical sparseness problem common in text cat-
egorization when using the representation in feature space.
Finally, the clustering of words allows for extremely compact
representations (without information compromises) that al-
low the use of strong classifiers with typically lower compu-
tational effort.

However, when we tested our categorization setup (with
word cluster representation) on the Reuters dataset (ModApte
split) we could not obtain any improvement over the best
known categorization results of Dumais et al (word-based
representation). We hypothesize that this difference appears
because the articles in the Reuters dataset were categorized
on the basis of only a few keywords. If this hypothesis is
correct it might mean that with respect to this data set,
no significant improvement can be achieved by representa-
tions that are more sophisticated than bag-of-words. In Sec-
tion 5 we present our study of this question and our attempts
to characterize the differences between the 20NG and the
Reuters datasets.



The rest of this paper is organized as follows. In Section 2
we discuss categorization results for the two datasets we
consider (20NG and Reuters) and previous attempts to use
word cluster representation for text. In Section 3 we present
all the algorithmic components we use starting from mutual
information for feature selection, the information bottleneck
method and distributional clustering, the deterministic an-
nealing clustering algorithm and support vector machines.
Although each of these components has been known and
used we believe this is the first time all these components
have been applied together. In Section 4 we present our
experimental setup and give a detailed description of our
results. Finally, in Section 6 we summarize our conclusions.

2. RELATED RESULTS
Dumais et al. [10] reported on the best-known multi-label
categorization of the Reuters dataset (ModApte split). Du-
mais et al’s method is to apply the Support Vector Ma-
chines (SVM) learning scheme over a reduced BOW repre-
sentation, where the feature reduction is based on a greedy
word mutual information to the class. This method leads
to a break-even result of 92.0% on the 10 largest categories.
Joachims [13] uses an SVM for a multi-label categorization
of the Reuters dataset as well, without feature reduction,
and achieves break-even of 86.4%. Using the distributional
clustering scheme of Pereira et al [17], Baker and McCallum
[1] apply a distributional clustering of words, represented as
distributions over their classes, to generate a more sophis-
ticated representation via word clusters. In [1], this rep-
resentation is applied to the 20NG dataset, using a Naive
Bayes classifier over the word clusters. The result is 85.7%
accuracy, using a uni-labeled categorization. Baker and Mc-
Callum also compared their methods to other feature re-
duction techniques such as clustering words with Latent
Semantic Indexing (see e.g. [8]), mutual information [27]
and Markov ”blankets” feature selection [14] (the classifier
was naive Bayes in all cases). Their conclusion was that
the word-clustering representation led to the best accuracy.
However, improved results were achieved by Joachims in
[12], which as far as we know shows the best results for
uni-labeled categorization of the 20NG dataset. Joachims
applied a Naive Bayes classifier to Rocchio algorithm [18]
over a mutual information-based reduced feature represen-
tation, which leads to 90.3% accuracy. In this paper we
investigate the strength of the word clustering approach for
document representation. This type of distributional clus-
tering is essentially a supervised application of the Informa-
tion Bottleneck (IB) method of Tishby et al. [24]. In [22],
Slonim and Tishby explore the properties of this word clus-
ter representation and motivate it within the more general
IB method. Finally, in [23], the same authors show that
categorization with representation based on IB-clustering of
words actually improves the results on BOW representation
whenever the training set is small and with respect to a
naive Bayes classifier.

3. METHODS AND ALGORITHMS
3.1 Feature selection via mutual information
Feature selection (or feature reduction) is a general term
for techniques for dimensionality reduction. Considering
a (high dimensional) vectorial representation of the data,
these techniques attempt to select an optimal subset of vec-
tor components onto which data points will be projected.

The incentive is to improve classification quality (via noise
reduction) or improve performance. The selection of an op-
timal feature subset is a hard problem that suffers from a
combinatorial explosion. Therefore, despite the existence of
some sophisticated methods (see e.g. [14]) many authors
consider simple and greedy approaches [27]. Dumais et al.
[10] used the following method, based on mutual informa-
tion (MI). Let c and w be binary random variables indicating
whether or not the category c and the word w occurred. The
mutual information between c and w is defined as follows:

I(w, c) =
∑

w∈{0,1}

∑

c∈{0,1}

p(w, c) log
p(w, c)

p(w)p(c)
(1)

where p(w, c) is the probability of word w to appear in cat-
egory c, p(w) and p(c) are the entire probabilities of w and
c (respectively) to appear. If one of the experiment settings
described below we used this mutual information technique
for feature selection.

3.2 Information bottleneck and distributional
clustering

Distributional clustering using mutual information optimiza-
tion was introduced by Pereira, Tishby, and Lee [17] for
distributions of verb-object pairs. The original algorithm
aimed at minimizing the average KL-divergence distribu-
tional similarity between the conditional P (verb|noun) and
the noun centroids distributions. This algorithm turned out
to be a special case of a more general principle, termed
The Information Bottleneck Method by Tishby, Pereira, and
Bialek [24]. Here the question of relevant encoding of one
variable with respect to another variable was posed and for-
mulated, and a general converging algorithm introduced.

Relevant encoding of the random variable X relies on (soft)
partitioning of X into domains that preserve the mutual in-
formation between X and another given variable, Y . The
resulting partition, or clusters of X, constitute an approxi-
mate sufficient partition that enable the construction of an
optimal code (e.g. binary tree) over X, that provides all
the information that X has on Y . Denoting the induced
partition, or set of clusters, by X̃, the problem has a sim-
ple variational formulation: maximize the mutual informa-
tion I(X̃, Y ) with respect to the partition p(X̃|X), under a

constraint on I(X̃,X). Namely, find the optimal tradeoff
between the minimal partition of X and the maximum pre-
served information on Y .

The resulting self consistent equations essentially coincides
with the original distributional clustering algorithm and can
be written as,

P (X̃|X) =
P (X̃)

Z
exp

[

−β
∑

Y

P (Y |X) ln

(

P (Y |X)

P (Y |X̃)

)

]

,

(2)

where P (Y |X̃) in the exponential is defined implicitly, though
Bayes’ rule, in terms of the partition (assignment) rules

P (X̃|X),

P (Y |X̃) =
1

P (X̃)

∑

X

P (Y |X)P (X̃|X)P (X). (3)

The parameter β is a Lagrange multiplier introduced for the



constrained information, and be used as a natural resolution,
or annealing, parameter.

3.3 Distributional clustering via deterministic
annealing

The above self-consistent equations can be iterated and are
guaranteed to converge for every value of β. This is in fact
analogous to the Blahut-Arimoto algorithm in information
theory [5]. The value of β can be modified, from very low
(high ”temperature”) which correspond to very poor distri-
butional resolution, to very high (low ”temperature”) which
correspond to higher resolution - more clusters. This proce-
dure, known as deterministic annealing, was introduced in
the context of clustering by Rose et. al. [19]. We employed
the same procedure here, when enabling the increase of the
number of clusters during the annealing process (increase of
β). The main problem with this procedure is identifying the
”phase transitions” that correspond to clusters splits. For
small datasets an alternative agglomerative algorithm has
been developed by Slonim and Tishby [22], which avoids
this problem.

3.4 Support vector machines (SVMs)
The support vector machine (SVM) [25, 7] is an inductive
learning scheme that has recently proved to be successful
along various application domains. In particular, there are
several pieces of evidence that indicate that SVM is an good
choice for text categorization. Following [12, 10] we used
the simplest linear SVM. Whenever the data is linearly sep-
arable, linear SVM computes the maximum margin linear
classifier. For the non-linearly separable case there is an
extension [4] that allows for cost dependent training errors
(the basic SVM quadratic optimization problem includes a
parameter that controls such training errors costs). Several
authors advocated the choice of linear SVM (as opposed to
kernel-based SVM) due to their speed in both training and
classification time and their generalization abilities with re-
spect to textual domains. In all our experiments we used a
linear SVM. The implementation we used was the SVMlight
package of Joachims [15].

3.5 Putting it all together
A straightforward approach to dealing with multi-class, multi-
labeled categorization with m classes is to decompose the
problem into m binary problems. There exist recent decom-
position methods that seem to be more powerful (see e.g.
[6]). Nevertheless, for simplicity and for comparison with
related results we chose this straightforward decomposition.

We present two algorithmic setups. The first one is based
on feature selection using the mutual information technique
(Eq 1). Where the k most discriminating features (words)
are selected, the articles are projected on them and then the
SVM classifier is trained on the projections (for details see
Algorithm .1). The second setup is based on Information
Bottleneck Distributional clustering: initially, words of the
training set are clustered into k clusters (“pseudo-words”)
using the deterministic annealing implementation of the in-
formation bottleneck method (see 3.3 and 3.2 respectively),
and the rest of the procedure is similar to the first setup ex-
cept that articles are now projected onto pseudo-words and
not on best words (Algorithm .2).

Bag of words classifier learning
Input: C = (c1, ..., cm) - set of categories
Dtrain = (d1, ..., dn) - training set of articles, di = 〈Bi, Ci〉
where Bi is a BOW representation of di and Ci is a set of
categories d belongs to
k - feature reduction size
Output: H = (h1, ..., hm) - set of binary classifiers
(W1, ...,Wm) - set of selected features of each category
Let Wtrain be the set of words in Dtrain

for each category ci ∈ C do
for each word w ∈Wtrain compute I(w, ci) according
to Eq (1)
Sort words in Wtrain according to I(w, ci)
Extract k top words Wi ← (w1, ..., wk)
for each article d = 〈Bj , Cj〉 ∈ Dtrain do
Project d on Wi: f(d)← 〈Bj ∩Wi, Cj〉
if ci ∈ Cj then
Add f(d) to T+

i

else
Add f(d) to T−i

end if
end for
Run the SVM algorithm on the T+

i and T−i to con-
struct a binary classifier hi

end for

Bag of words classification
Input: d = 〈Bj , Cj〉 - a test article
H = (h1, ..., hm) - set of binary classifiers
(W1, ...,Wm) - set of selected features for each category
Output: L = (l1, ..., lm) - set of boolean labels, where
li ∈ {0, 1} (1 means that d belongs to ci and 0 means that
d does not).
for each classifier hi ∈ H do
Project d on Wi: f(d)← 〈Bj ∩Wi, Cj〉
Run hi on f(d) to obtain li

end for

Algorithm .1: MI feature selection + SVM

4. EXPERIMENTAL SETUP
4.1 The data sets
The Reuters-21578 corpus contains 21578 articles taken from
the Reuters newswire [3]. Each article is designated to zero
or more semantic categories such as “earn”, “trade”, “corn”
etc. and the total number of categories is 118. We used the
ModApte split, which consists of a training set containing
7063 articles and a test set containing 2742 articles.1 In
both the training and test sets we preprocessed each article
so that any additional information except for the title and
the body was removed.

The 20 newsgroups corpus contains 19997 articles taken
from the Usenet newsgroups collection [16]. Each article
is designated to one or more semantic categories and the to-
tal number of categories is 20, all of them are of about the
same size. Most of the articles have only one semantic tag,
however about 7% of them have two and more ones. We
extracted the list of categories to which an article belongs

1Note that in these figures we count documents with at least
one label. The original split contains 9603 training docu-
ments and 3299 test documents where the additional articles
have no labels.



IB classifier learning
Input: C = (c1, ..., cm) - set of categories
Dtrain = (d1, ..., dn) - training set of articles, di = 〈Bi, Ci〉
where Bi is a BOW representation of di and Ci is a set of
categories d belongs to
k - feature reduction size
Output: H = (h1, ..., hm) - set of binary classifiers
f - the projection function of words on pseudo-words
Let Wtrain be the set of words in Dtrain

for each word w in Wtrain do
Build a vector vw ← (Nw(c1), ..., Nw(cm)) where
Nw(ci) is number of occurrences of w in category ci

end for
Cluster the set of vectors vw onto k clusters PW =
(pw1, pw2, ..., pwk) using the IB method
for each word w in Wtrain do
Project the word w to the appropriate pseudo-word
pwi: f(w) = pwi

end for
for each article d = 〈Bj , Cj〉 in Dtrain do
Project d on PW : f(d)← 〈f(Bj), Cj〉

end for
for each category ci in C do
for each article d ∈ Dtrain do
if ci ∈ Cj then
Add f(d) to T+

i

else
Add f(d) to T−i

end if
end for
Run the SVM algorithm on the T+

i and T−i to con-
struct a binary classifier hi

end for

IB classification
Input: d = 〈Bj , Cj〉 - a test article
H = (h1, ..., hm) - set of binary classifiers
f - the projection function of words on PW
Output: L = (l1, ..., lm) - set of boolean labels, where
li ∈ {0, 1} (1 means that d belongs to ci and 0 means that
d does not).
for each classifier hi ∈ H do
Project d on PW : f(d)← 〈f(Bj), Cj〉
Run hi on f(d) to obtain li

end for

Algorithm .2: IB word clustering + SVM

from a field “Newsgroups” of the article header. We ignored
the problem of duplicated articles.2 We preprocessed each
article so that any additional information except for the sub-
ject and the body was removed. In addition, we filtered out
lines which seemed to be a part of binary files sent as at-
tachments. A line is considered to be a “binary” if it is
longer than 50 symbols and contains no blanks. So that we
removed 26 binary attachments and many useless delimiter
lines, in a total amount of 23057 lines.

4.2 Cross-validated training and parameter
setting

2When taking the problem into account, only 4.5% of arti-
cles are duplicated, as reported in [21]

Since the standard split of Reuters is fixed, we did not ap-
ply cross validation. However, in our experiments with the
20 newsgroups we used 4-fold cross-validation. That is, we
split it randomly and uniformly into 4 parts, 4999 articles
in each part (250 articles in each category). In each random
partition we used 3/4 for training and the remaining 1/4 for
testing. Note that this split to 3/4 and 1/4 is proportional
to the training to test set ratios in the ModApte split of
Reuters, where the training set is also about 3/4 and the
testing set is about 1/4 of the dataset.

In order to improve results we tuned the SVM algorithm
parameters. We used the linear SVM setting, so the only
parameters we tried to tune were C (trade-off between train-
ing error and margin) and J (cost-factor for negative and
positive examples). For both parameters we fixed a set of
possible values and then we applied the SVM classifier using
all their combinations. To perform a fair test, we tuned the
parameters on a validation subset which was taken as a ran-
dom one of the 3 parts of the training set (this corresponds
to Dumais’s method of tuning parameters described in [10]).

4.3 Performance measure
When measuring the performance of a multi-class multi-
labeled categorization it is meaningless to use the standard
accuracy measure. It has been customary to use instead
either a break-even point (which is the arithmetic average
of precision and recall) or F-measure which is essentially
the harmonic average of them.3 Specifically, when consid-
ering a categorization task into m classes c1, . . . , cm, we use
a binary decomposition to m classifiers h1, . . . , hm, where
the i-th classifier is responsible for discriminating between
ci and the rest of the classes. For each classifier hi we com-
pute a confusion matrix of four entries αi, βi, γi and δi where
αi counts the number of samples that were classified by hi
into category ci whose true label sets include ci; βi counts
the number of samples that were classified by hi into ci but
their label sets do not include ci; similarly, γi (and δi, re-
spectively) count the number of samples that were classified
¬ci by hi where their true label sets do (respectively, do not)
contain ci. Thus, that is the precision of hi equals

αi

αi+βi

and

the recall of hi equals
αi

αi+γi

. The total (‘micro-averaged’)

precision P and recall R are given by:

P =

∑

i αi
∑

i αi +
∑

i βi
R =

∑

i αi
∑

i αi +
∑

i γi
.

Finally, the micro-averaged break-even point is defined as
P+R

2
and the micro-averaged F-measure is given by 1

1/P+1/R
.

Note that the micro-averaged precision and recall are simply
weighted averages (weighted by class sizes) of the precisions
and recalls of the individual classifiers. Following Dumais
et al, who used a simple average of the precision and recall
(instead of the harmonic average), we also used the simple
average of the precision and recall in all the experiments
reported here .

4.4 Computational efforts
3The break-even measure may favor trivial results; for ex-
ample, if no data were categorized properly, then the recall
is zero and precision is 1, so their average is 0.5 instead of 0
when using the harmonic average.



We ran the tests on the Pentium III 600MHz 2G RAM PC
under Windows2000. For the setup of the MI feature selec-
tion and SVM classification, the bottleneck was the SVM,
for which a single run could take a few hours, depending on
the parameter values. In general, the smaller the parameters
c and J are the quicker the algorithm runs. For example, we
failed to run the SVMlight on 20NG with a parameter values
C > 1 . However, we managed to improve the run time by
filtering the binary attachments out (see 4.1). As for the IB
method and SVM classification, the SVMlight runs faster on
the input vectors of pseudo-words. However, the clustering
itself can take up to one hour on the entire 20NG set, and
it requires much memory (up to 1G RAM for a run). The
overall training and test time over the entire 20NG is about
28 hours (7 hours for each of the 4 cross-validation folds).

5. RESULTS AND DISCUSSION
Table 1 summarizes the categorization results obtained by
the two methods over the Reuters (10 largest categories)
and the the 20NG data sets. Note that the 92.0% result for
the Reuters data set was established by Dumais et al. in
[10]. Another result was obtained by Joachims [12] who did
not perform the entire experiment over all the Reuters cat-
egories, but made two experiments with two independently
chosen categories. He achieved the accuracy of 95.6% on a
category ”wheat” in a uni-labeled setting.

Our results show an interesting difference in the quality
of the two methods described above, when applied to the
Reuters and 20NG datasets. First, the break-even of 89.5%
is the best reported result for a multi-labeled categorization
of the 20NG data set. Previous attempts to categorize this
set were performed by [21]. When we computed the micro-
averaged break-even point corresponding to the “bare” word
representation (following the setting described in [10]) we
could not obtain results better than 80.5±0.3 even when we
“unfairly” allowed the algorithm to tune its parameters over
the respective test sets (for each of the folds). This result
(which is obtained of course under unrealistic conditions),
can serve as an upper bound on the performance of this al-
gorithmic setup. We repeated the same unfair experiment
over the Reuters data set but here we obtained opposite re-
sults. Now the IB-based representation lost its advantage,
and even under the “unfair” conditions could only achieve
a result of 91.6%, which is less successful than the results of
the BOW representation.

Reuters 20NG

SVM + MI selection 92.0 [10] 80.5± 0.3 (unfair)
SVM + IB clustering 91.6 (unfair) 89.5± 0.3

Table 1: Break-even categorization results for the
two data sets, with number of features k = 300. The
figures which correspond to the 20NG are averages
of 4-fold cross validation. ‘Unfair’ means that the
classifier parameters are chosen (unfairly) over the
test set - to ensure that any better result cannot be
achieved

What makes the performance of these two representation
methods so different over these data sets? And why the in-
ferior BOW representation outperformed the IB-based rep-

resentation?

Perhaps the key to the answer is related to the process which
generated the labeling of these data sets. As noted by Lewis
(see [3]), the Reuters-21578 (Distribution 1.0) set contains
articles that appeared on the Reuters newswire in 1987 and
were assembled and indexed into categories by a few person-
nel from Reuters Ltd. Presumably, the manual indexing of
the Reuters articles relied mainly on a restricted set of key-
words that the indexers looked for. In contrast, the articles
in the 20NG were labeled by their own creators, and their
annotation relied on full understanding of the articles and
their context.

In order to test this hypothesis, for each category in both
data sets we computed the mutual information between words
appearing in the category and the category. Then we sorted
these words by decreasing values of their mutual informa-
tion. For instance, in Figure 1 we show two graphs of
the MI behavior and it could be seen that the graph of
”earn” (Reuters) goes down much sharper than the one of
rec.sport.hockey (20NG), which approves the fact that only
few words of Reuters contribute maximum to the text cate-
gorization.
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Figure 1: Sorted histograms of best discriminat-
ing features for two categories. Behind: earn of
Reuters; beneath: rec.sport.hockey of 20NG

As can be seen, the scales of the y-axis of the two graphs
differ by one order of magnitude. In order to compare them
we plot them in Figure 2 on a percentage scale where each
mutual information value is linearly transformed to so that



a value of x in a dynamic range of [a, b] is transformed to
(x−a)/(b−a). When we consider the dynamic range of the
300 most informative words in each category we obtain the
normalized (and sorted) histograms in Figure 2. When put
on the same scale, the graphs definitely show that the 20NG
categories distinction bases on more features than the one
of Reuters.
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Figure 2: Both ‘earn’ and ‘hockey’ on the same scale.

In Figure 3 we show two learning curves plotting the ob-
tained break-even success rate as a function of the num-
ber of words used. In the figure we see two curves: one,
which describes the learning rate with respect to Reuters,
and the second with respect to 20NG. As can be seen, the
break-even of Reuters approaches its maximum only with 50
words (that were chosen with the greedy, non-optimal mu-
tual information method). This means that other words do
not contribute anything. However, the graph of 20NG con-
stantly goes up while its speed of increase constantly lowers.

In addition, we show that with only one word per category
the break-even result for the entire Reuters corpus is 74.6%
while for 20NG it is much lower (40.7%). In Table 2 we
list the individual break-even result for categorizing the 10
largest categories in Reuters based on three words. For in-
stance, based on the words “vs”, “cts” and “loss” it is pos-
sible to achieve a break-even categorization of earn which
is over 93%. We note that the word “vs” appears in 87%
articles of category earn (that is, 914 articles among to-
tal 1044 in this category). This word appears in only 15
non-earn articles in the test set and therefore “vs” can, by
itself, categorize earn with very high precision.4 This phe-
nomenon was already noticed by Joachims [12] who showed
that a classifier built on only one word (“wheat”) can lead
to extremely high accuracy of distinguishing between the
category wheat and the others on a uni-labeled setting.

6. CONCLUDING REMARKS AND FUTURE
WORK

We have shown that a cluster-based representation of texts
using the Information Bottleneck method, combined with a
Support Vector Machine classifier, leads to a multi-labeled

4On the train set “vs” appears in 1900 of the 2709 earn
articles (70.1%) and only in 14 of the 4354 non-earn articles
(0.3%)
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Figure 3: Learning curves (break-even vs. number
of words) for the Reuters-21578 and the 20NG over
the top 10 (behind) and the top 300 (beneath) words
using BOW-based representation and SVM

categorization of the 20NG dataset that is superior to the
best known word-based techniques. In our knowledge to-
date this result is the best reported multi-labeled break-
even on this dataset. We believe that these results show the
advantages of more sophisticated text representations than
word-based representations, given that they are used in con-
junction to a strong classifier like SVM. On the other hand,
we found no advantage to our technique in the categorization
of the Reuters dataset, and we hypothesize that this is due to
some inherent differences in the ways the two datasets were
generated. This hypothesis should be supported by further
research, but we believe that future work in text categoriza-
tion could benefit from a comparative study of larger variety
of datasets.
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