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Abstract—In our ongoing project we develop a tool which
provides domain engineers with a facility to create fuzzy
relational thesauri (FRT) describing subject domains. The
created fuzzy relational thesauri can be used as knowledge
base for an intelligent information agent when answering
user queries relevant to the described domains, or for tex-
tual searching on the web. However, the manual creation
of (fuzzy) thesauri is quite tedious process if the source of
data from which the domain engineer may select concepts
and instances for the thesaurus is not well organized or
structured. That is the typical case of textual data bases.
In order to ease FRT creation process we make use of a
small starting FRT and our text categorization technique
that temporarily expands FRT while doing the supervised
learning part of text categorization. This by-product of
categorization is then used for enlarging automatically or
semi-automatically the final FRT.

I. Introduction

Information agent technology emerged as a major field
of interest among practitioners and researchers of vari-
ous fields with the immense grow of available information
on the internet since the early 90s. The vast amount of
heterogeneous information source available on the inter-
net demands advanced solutions for acquiring, mediating,
and maintaining relevant information on behalf of users
or other agents. In general, intelligent information agents
are autonomous computational software entities that are
developed to provide pro-active resource discovery, cre-
ate a link between information consumers and providers,
and offer value-added information services and products
[1]. The agents are assumed to deal with difficulty associ-
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ated with the enormous amount of information overload
of users, preferably in real-time.

There are different approaches to build information
agents including user programming, machine learning,
and knowledge engineering. When using knowledge engi-
neering for the construction, the agent is set out a large
deal of domain specific knowledge about the application
and the user. However, a significant drawback of this
method is that it requires substantial efforts from the
knowledge engineer to build up and maintain knowledge
bases. Moreover, the agent is highly domain-specific and
its knowledge is relatively fixed [1]. In order to facil-
itate the construction and maintenance of the agent’s
knowledge our project aims to assist domain experts (and
possible users) with a useful tool. This tool helps to
create fuzzy relational thesauri which describe the sub-
ject domain by means of its major concepts/instances
and the various kind of relationship between these con-
cepts/instances. In our approach the concepts in the
fuzzy relational thesauri are represented by keywords of
the subject domain.

The build-up of a fuzzy relational thesaurus (FRT)
is considerably tedious process when the knowledge en-
gineer has to take into account all the important con-
cepts (in our approach: keywords) of the actual domain,
together with their possible synonyms and associated
words. In order to facilitate this procedure we retrieve
the keywords from a sample text archive, and then apply
text categorization in this text retrieval method. he text
archive can be the collection of documents selected by a
domain expert, or obtained as the result of web searches.
The next step is the categorization of the archive by
means of our FRT based hierarchical (or structured) text



categorization method [2]. This approach requires

• a small starting FRT typically consisting of the major
concepts of the subject domain;
• labelling the documents for the supervised learning
with category names corresponding to the concepts of
the starting FRT;
• one-to-one correspondence between category names
and FRT terms.

he categorization process uses FRT as the implemen-
tation of the hierarchical category system (often called
taxonomy), i.e. the categories are represented by terms
(concepts) in FRT. In order to prevent FRT from be-
ing incoherent and far from the view of its creator, cat-
egorization is proceeded on a copy of the starting FRT.
The approach assigns to every category a set of terms,
so-called local dictionaries, which contains words being
typical for the category in the text corpus and are stored
in FRT. From the aspect of categorization local dictio-
naries are useful to discriminate documents belonging to
different categories. From the aspect of FRT creation,
local dictionaries, being in fact a by-product of the cat-
egorization approach, collect the most frequent words of
categories and so describe them efficiently. The size, con-
tents and the preparation technique of the local dictio-
naries vary depending on various parameters of the cate-
gorization.

For the final expansion of the starting FRT, elements
of local dictionaries can be inserted permanently to FRT.
We provide an option for the knowledge engineer (main-
taining the FRT) to supervise, filter and modify elements
of local dictionaries before added to the thesaurus. In
such a way the FRT is maintained in accordance with
the knowledge of the domain expert and reflects his/her
view on the subject domain the best.

This paper is organized as follows. Section II describes
the role of FRT in information retrieval systems. Section
III describes the FRT management system developed we
utilize in next. Section IV provides a brief description of
our FRT based text categorization approach with special
emphasize on the creation of local dictionaries. In section
V we present the utilization of the local dictionaries, and
finally section VI summarizes the paper.

II. Fuzzy relational thesaurus in information

retrieval

A thesaurus in an information retrieval system (IRS)
can be considered as a knowledge base that represents
the conceptual model of certain subject domain [3]. The
thesaurus has similar role in an IRS as a knowledge base
in expert systems. In IRS’s the query may be seen as
a concept, and documents as objects. An object is in
the answer to the query to the degree it is an instance
of the concept. With the above terminology, a document
satisfies a query to the degree to which it is classified as
that query.

In what follows we assume that the knowledge base rep-
resented by the thesaurus is in term-centered form which
is maintained by the domain expert. A fuzzy relational
thesaurus (FRT) [3], is a particular representation form,
which is an extension of traditional thesauri schemes en-
riched by the strength of the term relationships and a
richer set of binary relations. In FRT every term rela-
tion has a strength represented by a number of the unit
interval. Formally:

Definition II.1 [3] Let X be the set of all terms, and
R(X,X) is an arbitrary fuzzy term relation. Then for an
ordered pair of terms, (x, y) ∈ X2, R(x, y) ∈ [0, 1] is the
belief (or certainty) that x implies y. This strength can
be considered as the membership degree of (x, y) in the
fuzzy term relation R(X,X).

Note that since (x, y) is an ordered pair, the symmetry
of the relation is not a necessary condition. The term
relation may comprise the following possibilities:

• General relations: RT – related term; ST – synonym
term; BT – broader term; NT – narrower term.
• Abstraction relations: KO – kind of (specialization of,
subclass of); IO – instance of; FO – has feature ob-
ject (e.g. FO(IA,CM)) where IA = information agent,
CM = construction method.
• Domain specific relations of the form fo(x, y), where
fo is the name of the feature object associated with
x, and y is the concepts fo-feature object of y, e.g.
CM(IA1, knowledge engineering).

These relations are organized in a partial ordering
based on their specificity (see Figure 1). The ordering
is exploited in the construction of the FRT and in query
answering. The strength of actual term relations is de-
termined by the domain engineer, but a default value is
assigned for each relation type in order to ease and reduce
the engineer’s work (for details see section III).

RT

BT FO ST FO′ NT = (BT ′)

KO IO IO′ KO′

Fig. 1. Partial ordering of relations. ′ means inverse. The lower a
relation in the tree, the more specific it is (redrawn from [3]).

The answer to a query is determined by the relation of
the query terms and the document terms. In order to cal-
culate the strength of relation between an arbitrary pair
of terms, the transitive closure [4] of the term relations
are computed using the partial ordering of the relations
depicted on Figure 1. The transitive closure is computed
with respect to a specified t-norm, e.g. the minimum or
the algebraic product. In [3] the authors proposed an ef-
fective way for this computation, with time complexity



of order O(m logm), where m is the pairs of terms being
in relation in the knowledge base.

III. Project description

In [3] the authors assumed that the domain expert is
assisted by a software tool, a kind of “FRT management
system” which help him in the construction task. In the
next we describe one of our ongoing project which aims
at developing this software. Because of the lack of space
for this description is relatively brief. For further details
we refer to our paper [5], which is available also on the
internet.

We propose a new approach for managing domain
specific thesauri, where object-oriented paradigm is ap-
plied to thesaurus construction and query-based brows-
ing. This approach provides an object-oriented mecha-
nism to assist domain experts in constructing thesauri; it
determines a considerable part of relationship degrees be-
tween terms by inheritance and supplies domain experts
with information available from a thesaurus being con-
structed. It enables domain experts to incrementally con-
struct the thesaurus as well, since the automatically de-
termined degree of relationships can be refined whenever
a more sophisticated thesaurus is needed. It may mini-
mize domain expert’s burden caused from the exhaustive
specification of individual relationship. This approach
also provides a query-based browsing, which allows users
to easily verify thesaurus terms before they are used in
usual boolean queries.

Our thesaurus is called object-based thesaurus. All
its relationships are represented in terms of two levels:
concept level and instance level. The former defines the
relationships between concepts, and the latter specifies
the relationships between instances. The relationships
in the object-oriented paradigm are employed to directly
implement the object-based thesaurus, providing a for-
mal specification in the construction of the thesaurus.
For example, BT/NT relationship is redefined as a gen-
eralization hierarchy, while a vague relationship, RT is
refined into aggregation and association which have more
concrete semantics. The aggregation and association of a
concept acts here as a property in the generalization hier-
archy that its sub-concept inherits. Such an inheritance
of the relationship turns out to be a useful mechanism to
structurally specify semantics between concepts.

We assign a default strength to each relationship type.
For example we assign 0.7 as to every association relation,
0.8 to every part-of relation, and 0.9 to every sub-concept-
of relation. We worked out a mechanism to calculate
the strength of a relationship between any arbitrary pair
of concepts based on object-oriented paradigm. We also
have a technique to resolve multiple inheritance situation.
For more details we refer to [5].

IV. Text categorization for fuzzy thesaurus

creation

Without any facility for preprocessing the domain en-
gineer should create the domain descriptive FRT based
on raw textual data and/or his/her experience. Our goal
is to facilitate this work thereby providing categorized
textual data and the set of frequent keywords assigned to
each category.

Automated text categorization is a thriving research
topic in the area of information retrieval. The objective
is to assign a document to an appropriate category se-
lected from a finite set. This task was traditionally made
manually by domain expert, but in last decades the ex-
ponential increase of online available textual data various
stimulated developments of automated approaches. For
a survey see [6]. These methods are usually based on a
probabilistic model or various kind of learning strategies.
For learning purpose a set of training documents with
manually assigned class labels is assumed to be available.

As we mentioned earlier, our FRT based approach
is applicable if categories are organized in topic hier-
archy, also called taxonomy. Document categorization
in taxonomy is a recently emerged field of text min-
ing (see also [7], [8], [9]. On the internet topics are
often organized in hierarchy (see, e.g., www.yahoo.com,
www.ibm.com/patents), because it improves the per-
spicuity of the subject domain if the number of categories
at a level is kept under a certain threshold. This is also
the principle when inserting e-mails in a prescribed folder
system.

Now we describe shortly our FRT based text catego-
rization method [2]. The FRT is basically the implemen-
tation of the taxonomy which stores and maintains adap-
tive local dictionary for each category. For categorization
the type relationship is uniform, but their strength has
importance when learning. In graph theory, term hier-
archy of FRT and taxonomy can be represented by di-
graphs. An FRT can be applied to categorize documents
belonging to the topic hierarchy of a taxonomy, if there
exist a subgraph of the FRT which is isomorphic with
the digraph of the taxonomy. Therefore each category is
represented by an FRT term.

We use the most common representation framework,
the vector space model, where a document D is described
by a vector of word frequency values,WD, and vector of
FRT terms appearing in the document TD, respectively:

WD = (w
D
1 , · · · , w

D
p ); TD = (t

D
1 , . . . , t

D
q ), (1)

where p is the total number of unique terms appearing in
the document collection, and q is the number of terms in
the FRT.

The set of unique terms is determined automatically
by removing the stopwords from the total term set (like
e.g. “the” in English) and then applying stemming on



the remaining set. There are numerous possible weight-
ing schemes in the literature to determine the values of
weights wD

i and tDi . The best and most sophisticated
method is the entropy weighting, which was found to out-
match 6 others in [10], but perhaps the most popular is
the tf×idf weighting [11] and its versions, which defines
wD
i in proportion to the number of occurrence of the term

i in the document, fDi , and in inverse proportion to the
number of documents in the collection for which the term
occurs at least once:

wD
i = fDi · log

(

N

ni

)

.

For tj , we use the number of appearance of jth FRT-term
in the document D. The vectors in (1) are normalized
before any further processing is done.

We remark that the available raw text can also be pro-
cessed by other approaches for FRT refinement. The set
up of association relationship can be supported by mea-
suring the co-occurrence of keywords in training docu-
ments [12]. This may overcome the creation of erroneous
relations between term and also helps to discover the syn-
onyms terms.

The categorization is done in iteratively, alternating
two phases. First, the vector TD is used to infer the cat-
egory (or categories) of D (see [2]). In the beginning of
the categorization process FRT contains only few terms,
therefore the categorization is usually not efficient. In or-
der to endow FRT with good categorizing ability, in the
second (learning) phase terms being typical for the cat-
egory/ies of D are added to the FRT. These two phases
are proceed alternatively, while the performance of cate-
gorization achieves a certain level or cannot be improved
significantly.

For the purpose of FRT expansion one of the most im-
portant issue of the categorization is the determination
of terms assigned to a category of a document, called
local dictionary LD(C), inserted to FRT in the learn-
ing phase. The selection employs the K-nearest neigh-
bour technique. First, the K nearest neighbours of D
is selected in the sense of a similarity measure (usually
cosine). Let then J denote the index set of documents
among the neighbours of D being classified also in C,
and containing common words with C. LD(C) is an im-
portance ordered set of words appearing in D and in the
documents of J , DJ . The importance value of the ith
word is determined as the sum of frequency value in D

and in DJ :
∑

j∈DJ∪D
w
j
i . The size of LD(C) can be con-

trolled by two parameters, p1 the maximum number of
words, and α1 the minimum (cumulated) frequency value
of a word (p1 ∈ N, α1 ∈ [0, 1]). Thus, the final LD(C) is
an ordered set with cardinality at most |p1|, where every
word has at least α1 weight.

The performance of the categorization focusing on a
single category is usually measured by two quantities:

recall and precision. Let a and b be the number of docu-
ments correctly or incorrectly assigned to the given cat-
egory, respectively, while c be the number of documents
incorrectly rejected from the given category. With this
terminology:

recall =
a

a+ c
; precision =

a

a+ b

Usually only one of these measures does not give realistic
result about the performance, therefore the F-measure,
their combination is usually applied:

Fβ =
(β2 + 1)precision · recall

(β2 · precision) + recall

where the parameter β is commonly set to 1.
The classifier can commit two kinds of mistake. It can

incorrectly assign a category to a document and hence
reduce the precision, or it can reject incorrectly a cate-
gory and hence degrade the recall of the classifier. The
performance of the categorization depends on the above
two quantities to be maximized. In the first case our
approach decreases the relationship wait along the topic
path, i.e. between the erroneously selected category C

and the terms in TD which supported C. In the latter
case new terms are inserted to FRT in order to enhance
the classification performance. The insertion is proceeded
in such a way that the new terms are forced to be as deep
in the taxonomy as possible. This is because a term deep
in the hierarchy supports all the categories along the path
between the term and the root. For more details see [2].

V. Expansion of the FRT

The text categorization helps the knowledge engineers
to create an FRT describing the subject domain effi-
ciently in two ways. First, local dictionaries are provided
to each category. The user is offered options to filter the
words, modify the weight and to specify the kind of re-
lationship according to his/her view about the subject
domain. Second, new documents can be classified and
thus new data are provided for further investigation and
consideration.
We illustrate the described method on a simple exam-

ple. We collected documents in the domain of electronic
appliances from the web. The created a 211 and a 327
element document sets. We proceeded tests on both doc-
ument sets. The unique term set (p in Eq. (1)) consisted
of 3731, and 5793 words, respectively. The FRT was
created by a semi-automatic thesaurus construction soft-
ware [5]. In our application the depth of the taxonomy
is three. The collected documents were classified into the
following six top level topic: Audio, Computer, Computer
Components, Computer Peripheral Device, House-Hold
Appliances, Office Communications Appliances. We had
30 (31) 2nd level, and 40 (58) 3rd level topics in the case
of 211 (327) document set. Each category had at least
two training examples.



TABLE I

Total number of inserted words in terms of p1, α1 and the

number of iteration it

327 element document set 211 element document set
P1 α1 inserted words it P1 α1 inserted words it

5 0.1 1069∼1198 10 7 0.05 766∼769 12
5 0.25 630 3 5 0.1 708∼723 10
5 0.2 796 15 10 0.02 860 10
7 0.05 1139∼1204 12 7 0.05 1139∼1204 12

The size of the total number of inserted terms depends
on the parameter p1 and α1. The content of the local
dictionaries can be modified if the stemming is omitted,
or if other preprocession is performed on the corpus. The
classifier applies different methods assigning categories
which may also influence the size and contents of the local
dictionaries. Table I shows the total number of inserted
words in terms of the above parameters.
The starting FRT contains 584, and 1779 terms in case

of 211 and 327 element document set, resp. The total
number of inserted words is comparable with these quan-
tities. When stemming is proceeded in the preparation
phase, a list of original versions is also provided to the
user as synonyms of stemmed words. This option allows
the user to select the best possible term to be inserted.
The presented facility greatly reduces the required time
for FRT creation even at the final insertion the user is
prompted at each word.

VI. Conclusion

We develop a fuzzy relational thesaurus management
system. The aim of the system is to create a knowledge
base for intelligent agent. FRT creation is a tedious pro-
cess, which may be ease if the majority of data for the
construction is supplied in a structured form. Therefore,
we provide categorized textual data and local dictionaries
assigned to categories to help the knowledge engineer in
the build-up.
The information is retrieved by means of an FRT based

text categorization approach, that classifies documents
into hierarchical topic taxonomies. The categorization
process creates local dictionaries as a by-product while
improving its classification performance.
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