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| I ntroduction

Web users rely on World Wide Web search engines, such as Y ahoo! and AltaVista, to
retrieve Web documents of interest. Whether a search engine provides categories for a
user to click on or aquery facility for auser to type in keywords, the Web documents
retrieved still suffer from poor precision (i.e., too many irrelevant documents are
retrieved) and poor recall (i.e., too many relevant documents are omitted) [ CGRU97].

Alternative approaches on categorization of Web documents therefore become necessary.

This thesis proposes the automatic categorization of Web documents with respect to an

application ontology*. An application ontology [ECLS98] has two parts:

(i) an ontological model instance (derived from Conceptual Model). Thisinstance
consists of sets of objects, relationships among the objects, and constraints over
the objects; and

(i)  dataframes. A dataframe represents each object set in (i) in the form of possible
contextual keywords and constants.

Thisthesisrestricts itself to application ontologies which are (i) datarich, i.e., contain a

number of identifiable constants, such as dates, names, and account numbers; and (ii)

narrow in ontological breadth, i.e., have arelatively small ontology [ECJ+98]. In this

thesis, we focus on four application ontologies, namely car advertisements, job
advertisements, obituaries, and university course descriptions, which satisfy the
restrictions. We focus on retrieving Web documents with multiple records, i.e., each of
these records should contain a group of information relevant to adomain of interest

[YJog].

! Since an application ontology defines adomain of interest and a (IR) category is adomain of interest,
application ontologies and categories will be interchangeably used in this thesis proposal .



In this thesis, we determine the relevance of a Web document with multiple recordsto a

particular application ontology by using two mathematical vector-space based IR models:

the Vector Space Model (VSM) and the Clustering Model (CM). An assumption

[Salton88] applied to these two IR modelsis that there exists a set of n different terms

which represent a category and a document in the category.

VSM [Salton83]. The VSM interprets eat of the n termsin the cdegory as an axis
of an n-dimensional vector space. The VSM represents k Web dacuments ask n-
dimensional vedors and the cdegory as an n-dimensional caegory vedor in the n-
dimensional vedor space. The mefficients of eadh of the k n-dimensional vectors
(the caegory vector, respectively) are the frequencies of the ntermsin the
correspondng Web dacument (the category vector, respedively).

CM [SM83]. LikeVSM, CM dso interprets ead of the n termsin the category as an
axis of an n-dimensional vedor space and represents k Web dacumentsask n-
dimensional vedorsin the n-dimensional vector space. However, CM differs from
VSM inthat CM credes clusters sets of Web dacuments based onthe “simil arity”
among their correspondng n-dimensional vectors. CM represents each cluster C as
an ndimensiona vedor, whaose wefficients are the average frequencies of then
terms which are foundin each of the Web documentsin C. Thisvedor iscdled the
term-centroid vedor. When the term-centroid vedor and the category vector point to
the same or nearly the same diredion, the Web dacumentsin C (represented by the
term-centroid vedor) are relevant to the ontology (represented by the cdegory

vedor).

Similar work onautomaticdly caegorizing Web dacuments has appeaed. [ITN96,

CGRU97] both submit a query to a search engine and coll ect a set of documents which

the seach enginereturns. They also define acaegory by giving aset of n dfferent

terms. For ead returned document, they determine the frequencies that these terms



appea in the document. The probabili ty that [ITN96, CGRU97] classfy adocument as

belonging to a cdegory depends onthe frequencies. Our automatic processis smilar, bu

differsin two ways.

(1) The creation of the search engine query. In[ITN96, CGRU97], it isrequired that a
user manually creaes a search engine query. However, our categorization program
automaticdly extrads a set of object set names from the ontological model instance
in an applicaion ortology. It formsthe query which isthelogicd OR of all the
objed set names.

(2) The creation of terms that describe a category. [CGRU97] define a céegory by
manually extrading terms from a pre-classfied set of Web pages from search
engines, such as Yahod and Infoseek. [ITN96] define acategory by using existing
information scienceterminology (subjed dictionary), and some terms that describe
the caegory using thesauri. Our approach uses an oljed-oriented ortology to define
a cdegory. We use keywords and keyword-associated constants (which are
automaticdly extraded from the data frames in the ontology) to describe the

caegory.

We mnducted an experiment on twenty pre-classfied ohituary Web dacuments retrieved
from Yahod. The experimental results how 90% recall and 96 predsion,and ou
approadh enhances the precision d existing search enginesin retrieving Web dacuments.
Anincreasein precision hastwo consequences. @) it saves users' time when browsing
retrieved Web documents; (b) it means retrieved Web dacuments can be used as input of
the data extradiontods proposed in [RL94,KSa97, Sod97,HGM C+97, ECLS9§].



[ Thesis Statement

This thesis proposes the automatic categorization of Web documents with respect to an
application ontology. The approach uses application ontologies, the Vector Space IR
Model, and the Clustering IR Model.



[l Methods

This thesis proposes the automatic categorization of Web documents with respect to an
application ontology. The approach uses application ontologies, the Vector Space IR
Mode (VSM) and the Clustering IR Model (CM).

Recall that an application ontology has two parts: (i) an ontological model instance, and
(i) dataframes. A low-level object in adataframeiseither lexical or non-lexical. A
lexical object is an object whose representation is indistinguishable from the object itself,
whereas a non-lexical object is an object whose representation is distinguishable from the
object itself and is represented by its object identifier and its relationships with other
lexical and non-lexical objects [Embley98]. A high-level object in adataframeis aset of
abstract views of information and can include sets of objects, relationships, and
constraints. Each object in adata frame has a set of possible keywords and a set of
possible constants. The cardinality constraint of each object defines the minimum and
maximum number of times each keyword (or constant) participate in arelationship

between the object and other object.

Obituary (high-level Object set name)

is 0N s e e |

Funeral FuneralDate: Date |
(non-lexical object | o 4 1__*: {lexical ohject set name):
set name) bt e e S

Figure 1: A portion of an ontological model instance of
the abituary ontology in graphical form
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Figure 2: A portion d data frames for an ortologicd model instance
of the obituary ontology. Note that “Date” gppliesto “BirthDate”,
“DeahDate’, “IntermentDate”, “ViewingDate”, and “ FuneralDate”.
Consider asimplified ortologicd model instance of the obituary ontology in Figure 1.
“Obituary” isahigh-level objed set name, “Funeral” isanon-lexicd objed set name,

and “FuneralDate” isalexicd objed set name. Suppase adocument has a sentence:



“Furera isonMar 3, 199”. The sentence generates the relationship (is on) between
“Funera” and“FuneralDate”, where “Mar 3, 1998 isthe constant string for
“FuneralDate” specified by the first regular expresson unar “Date matches[16]” in
Figure 2. Furthermore, the cadinality constraint [0..1] to theright of “Funeral” in Figure
1 meansthat if thereisa “Funera” service it has one date, whereas the cardinality
constraint [1..*] to the left of “FuneralDate” means that a “FuneralDate” may describe

one or more “Funeral” services.

In order to compute the mefficients of the vedor for the ontology, we define the number
of participation of eat keyword or constant. Informally, thisisjust the word frequency
in the dataframe. Spedfically, the minimum number of participation o “Date” (alexicd
objea) isfive, e.qg., five possble dates, i.e., BirthDate, DeathDate, IntermentDate,
ViewingDate, and Funeral Date, in each olituary and each of these dates participates at
least onetime (seethe last five lines of Figure 2). Similarly, the minimum number of
participation d the keyword for “FuneralDate” isone. Asthe ontology does not define
the auntable maximum number of participation d each olject, the number of
particpation d each keyword ar constant for the objed is the minimum value of the

cadinality constraint for the objed.

Before we further discussour categorization approach, we describe how VSM and CM
determine the relevance of aWeb document to a particular application ortology. In
VSM, ead o the keywords and constants (keyword-associated constants) defined in an
applicaion ortology isinterpreted as an axis of an ndimensional vedor space We
define CV as a Category Vedor for the gplication ortology. The wefficients of CV are
the minimum values of the cadinality constraints of the keywords and constants defined
in the ontology. For example, the coefficientsin CV of the keyword for “Funera Date” is

1 and the mefficient in CV of the mnstant for “Date” is 5.



Consider aWeb dacument D in Figure 3, which contains multi ple records of four

obituaries:

Stephen Liptak

Funeral masswill be held at 10:30 am. on Tuesday at St. Maximillian Kolbe Church in Toms River, N.J.

Robert M. Borger

Funeral serviceswill be held at 11 am. on Monday from the Kresge Funeral Home, Route 209 Brodheadsvill e, wit the Rev.
Deborah Scheffey officiating.

Emily M. étout
Funeral serviceswill beimmediately following the viewing at 10:30 am. on Tuesday at the funeral home.
William Henry "Pete’ Rickards

A Masonic Service will be held on Thursday at 1 p.m. in the William H. Clark Funeral Home, 1003 Main Stred,
Stroudsburg.

Figure 3: Four obituaries recorded onSunday, July 5, 1998
in The Pocono Record (Stroudsburg, PA)

We aopt the heuristics of [ Y J98] to cdculate the number of multiple recordsin the
document, e.g., 4isthe number of multi ple records calculated for D in Figure 3.
Therefore there are multi ple records of four obituaries. Based onthe keywords and
constants defined in the obituary ontology of Figure 2, we creae adatarecord for each
keyword and for each constant foundin M one of the multiple records of D. Eadc data
record hasfivefields: 1) a constant (the name of a keyword,) 2) the starting position of its
corresponding string in the M, 3) the ending position of its corresponding string in M, 4)
its length, and 5) its corresponding string found in M. For example, in Figure 3, the three
bolded words “ Funeral” which appear in threeof the four obituaries are associated with
the KEY WORD(FuneralDate). This constitutes three data records for the threestrings
found. One of the threedatarerdsis

KEYWORD(Funera Date) : 1653|1659[7|Funeral



where KEYWORD (FuneralDate) is the name of a keyword for the lexicd objed
FureralDate; 1653and 1659are, respedively, the starting and the ending positions of the
correspondng string for the keyword foundin M; 7 isthe length of the stringin M; and
“Furera” isthe corresponding string for the keyword of FuneralDate.

Weuse dl of the datarecordsto form adata li st relative to the document D. The datalist
is used to compute the average frequencies of the keywords and constants foundin the
multi ple records in aWeb document. The average frequency of K, ore of the keywords
(or constants), is computed as n/m, where n is the frequency of K and m is the number of
multi ple records in the document. In this example, KEY WORD(Funera Date) appeared
threetimesin the data list with four multiple records. So, its average frequency is

therefore 0.75,i.e., 3/4.

We let DV dencte the n-dimensional Document Vector for a Web dacument with resped
to aparticular applicaion ortology. Recdl that in CM, a duster Cisaset of Web
documents that is formed based onthe similarity among their correspondng n-
dimensional vedors. But we aeinterested in Web dacuments with multi ple records.
Therefore, we must extend CM from individual documents to multiple recordsin each of

these documents.

Let us consider aWeb dacument D with multiple records. We extend CM by
constructing S; the set of multiple recordsin D. Only the multiple recordsin D
“represent” the document. Wereplace DV for the document with the term-centroid
vedor for S;. Therefore, the mefficients of DV will now be the average frequencies of
keywords and constants foundin the set of multiple recordsin S;. These frequencies can

be computed from the data list.



Our program automatically performs the following process:

1.

The program extracts from a particular application ontology the set of all non-lexical
object set names L and the set of al high-level object set names H. The program
arranges L? into a search engine query. The query is submitted to a search engine
which returns a set of Web documents.

The program applies the multiple record-boundary heuristics of [Y J98] on the set of
documents that are returned from the search engine. The program removes from the
set of returned documents any document that does not contain multiple records.

The program extracts keywords and constants from each remaining document based
on the set of keywords and keyword-associated constants defined in the ontology.
The keywords and constants that are found in each remaining document yields
different recordsin the data list for the document.

The program applies the term-centroid vector of CM to determine the coefficients of
DV from the datalist for each remaining document.

The program applies VSM to create CV for the ontology.

Finally, the program computes the acute angle between DV and CV [SM83].

The closer the angle between CV and DV isto zero, the more likely a Web document

(represented by DV) is relevant to an application ontology (represented by CV).

2 The program can also arrange H into a query and submit it to a search engine.

10



IV Contributionto Computer Science

Thisthesis propases the aitomatic caegorization d Web dacuments with respect to an
applicaion ortology. The gproach uses applicaion ontologies, the Vedor Space IR
Model, and the Clustering IR Model.  Our approach enhances the predsion d existing
seach enginesin retrieving Web documents. Anincreasein predsion hastwo
consequences. a) it saves users' time when browsing retrieved Web dacuments; and (b) it
means retrieved Web dacuments can be used as inpu of the data extradiontods

propased in [RL94,KSa97, Sod97,HGM C+97, ECLS9§].

11



V  Ddimitations of the Thesis

Thisthesiswill not do the following:

- Deal with aWeb document unless (1) it isdatarich, (2) it is narrow in breadth, and
(3) it contains multiple records that might be relevant to a particular application
ontology.

- Enhance application ontol ogy.

- Consider Natural Language Processing techniques to determine whether keywords

and constants appear in the same sentence in a Web document.

12
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Users are presented with automatically computed summaries of the contents of
clusters of similar documents and provided with a method for navigating through
these summaries at different levels of granularity. The am of thistedhniqueisto
communicae information abou the topic structure of very large llections. This
paper provides the study of the eff ect of Scater/Gather, a simple pure document
retrieval tod, onthe incidental learning of topic structure. When compared with
simple keyword search, results show that Scatter/Gather induces a more wherent
conceptual image of atext colledion, aricher vocabulary for constructing seach
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gueries, and communicates the distribution o relevant documents over clusters of
documents in the lledion.

[RL94] Ellen Riloff, Wendy Lehnert, “Information Extradion as aBasisfor High-
Predsion Text Classficaion,” in ACM Transadions on Information Systems, July 1994,
Vol. 12,No. 3,Pages 296-333.

The authors describe an approad to text clasgficaion that represents a
compromise between traditional word-based techniques and in-depth natural
language processng. This approadh uses a natural language processng task
cdled information extradion as a basis for high-precision text classfication.
Three agorithms that use varying amourts of extraded information to classfy
texts are: (a) the relevancy signatures algorithm, (b) the augmented relevancy
signatures algorithm, and (c) the case-based text classficaion algorithm. (@) uses
linguistic phrases, (b) uses phrases and locd context, and (c) larger pieces of
context. Relevant phrases and contexts are aguired automaticdly using a
training corpus. These dgorithms are evaluated ontwo test sets from MUC-4
corpus. All three agorithms achieved high predsion on boh test sets, with the
augmented relevancy signatures algorithm and the case-based algorithm reaching
100% preasionwith over 60% recdl on oreset. These dgorithms are dso
compared onalarge @lledion o 1700texts and an automated methodis
described for empirically deriving appropriate threshold values. Results show
that information extradion techniques suppat high-precision text classficaion
and, in general, using more extraded informationimproves performance.

[SG98] N. Shivakumar, H. GarciaMolina, “Finding Near-Repli cas of Documents and
Serversonthe Web,” Submitted for Publicaion, 1998.

This paper considers how to efficiently compute the overlap between all pairs of
web dacuments. It reports gatistics on hav common replication is on the web,
and onthe st of computing the @ove information for arelatively large subset of
the web—abou 24 millionweb pages which corresponds to abou 150 Gigabytes
of textual information.

[SM83] Gerard Salton, Michad J. McGill, Introductionto Modern Information
Retrieval, McGraw-Hill, New York 1983.

Thisisan introductory book onmodern informationretrieval. It hasan analysis
of automatic term extradion and weighting. It shows the reader the definition o
term-centroid for document classfication. It aso showsthe reader how to
measure the simil arity of documents using vector simil arity functions.

[Salton83] Gerard Salton, Automatic Text Processng: The Transformation, Analysis,
and Retrieval of Information by Computer, Addison-Wesley, New York 1988.
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Thisbook resill ustrations on advanced information retrieval models, Vedor
SpaceModdl, Automatic Document Clasgficaion wsing clustering, and
Probabili stic Retrieval Model. It also has chapters related to word processng

using text editing and formatting, and file accessusing a variety of searching
algorithms.

[Sod97] Stephen Soderland, “Leaning to Extrad Text-based Information from the
World Wide Web,” in Procealings of the Third International Conference on Knowledge
Discovery and Data Mining, August 1997.

This paper introduces Webfoat, a preprocessor that parses web pages into
logicdly coherent segments based onpage layout curs. Output from Webfoat is
then passed onto CRY STAL, anatura language processng (NLP) system that
leans text extradion rules from example. Webfoat and CRY STAL transform the
text into aformal representation that is equivalent to relational database entries.

[YJO8] YuanJiang, “Record-Boundary Discovery in Web Documents,” Master Thesis at
Brigham Y oung University, December 1998.

Thisthesis has considered various heuristics on dscovering record boundvriesin
Web dacuments. These heuristics are the Ontology-Matching Heuristic O, the
Repeding-Tag Pattern Heuristic R, the Standard Deviation Heuristic S, the
Identifiable “Separator” Tags Heuristic |, and the Highest-Court Tags Heuristic
H. Experiments show that ead of the combined heuristics of ORSI, ORIH,
RSIH, and ORSIH has achieved a successful rate of 100 gercent in finding a
correct record separator in ead of 100experimental Web dacuments.
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IX  Artifacts

The program which implements the retrieval of relevant Web pages using the proposed
categorization approach will be written in Perl and Java on an Hewlett Packard C200

workstation.
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