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I Introduction

Web users rely on World Wide Web search engines, such as Yahoo! and AltaVista, to

retrieve Web documents of interest.  Whether a search engine provides categories for a

user to click on or a query facility for a user to type in keywords, the Web documents

retrieved still suffer from poor precision (i.e., too many irrelevant documents are

retrieved) and poor recall (i.e., too many relevant documents are omitted) [CGRU97].

Alternative approaches on categorization of Web documents therefore become necessary.

This thesis proposes the automatic categorization of Web documents with respect to an

application ontology1.  An application ontology [ECLS98] has two parts:

(i) an ontological model instance (derived from Conceptual Model).  This instance

consists of sets of objects, relationships among the objects, and constraints over

the objects; and

(ii) data frames.  A data frame represents each object set in (i) in the form of possible

contextual keywords and constants.

This thesis restricts itself to application ontologies which are (i) data rich, i.e., contain a

number of identifiable constants, such as dates, names, and account numbers; and (ii)

narrow in ontological breadth, i.e., have a relatively small ontology [ECJ+98].  In this

thesis, we focus on four application ontologies, namely car advertisements, job

advertisements, obituaries, and university course descriptions, which satisfy the

restrictions.  We focus on retrieving Web documents with multiple records, i.e., each of

these records should contain a group of information relevant to a domain of interest

[YJ98].

                                                          
1 Since an application ontology defines a domain of interest and a (IR) category is a domain of interest,
application ontologies and categories will be interchangeably used in this thesis proposal.
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In this thesis, we determine the relevance of a Web document with multiple records to a

particular application ontology by using two mathematical vector-space based IR models:

the Vector Space Model (VSM) and the Clustering Model (CM).  An assumption

[Salton88] applied to these two IR models is that there exists a set of n different terms

which represent a category and a document in the category.

� VSM [Salton88].  The VSM interprets each of the n terms in the category as an axis

of an n-dimensional vector space.  The VSM represents k Web documents as k n-

dimensional vectors and the category as an n-dimensional category vector in the n-

dimensional vector space.  The coefficients of each of the k n-dimensional vectors

(the category vector, respectively) are the frequencies of the n terms in the

corresponding Web document (the category vector, respectively).

� CM [SM83].  Like VSM, CM also interprets each of the n terms in the category as an

axis of an n-dimensional vector space and represents k Web documents as k n-

dimensional vectors in the n-dimensional vector space.  However, CM differs from

VSM in that CM creates clusters sets of Web documents based on the “similarity”

among their corresponding n-dimensional vectors.  CM represents each cluster C as

an n-dimensional vector, whose coeff icients are the average frequencies of the n

terms which are found in each of the Web documents in C.  This vector is called the

term-centroid vector.  When the term-centroid vector and the category vector point to

the same or nearly the same direction, the Web documents in C (represented by the

term-centroid vector) are relevant to the ontology (represented by the category

vector).

Similar work on automatically categorizing Web documents has appeared.  [ITN96,

CGRU97] both submit a query to a search engine and collect a set of documents which

the search engine returns.  They also define a category by giving a set of n different

terms.  For each returned document, they determine the frequencies that these terms
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appear in the document.  The probabili ty that [ITN96, CGRU97] classify a document as

belonging to a category depends on the frequencies.  Our automatic process is similar, but

differs in two ways:

(1) The creation of the search engine query.  In [ITN96, CGRU97], it is required that a

user manually creates a search engine query.  However, our categorization program

automatically extracts a set of object set names from the ontological model instance

in an application ontology.  It forms the query which is the logical OR of all the

object set names.

(2) The creation of terms that describe a category.  [CGRU97] define a category by

manually extracting terms from a pre-classified set of Web pages from search

engines, such as Yahoo! and Infoseek.  [ITN96] define a category by using existing

information science terminology (subject dictionary), and some terms that describe

the category using thesauri.  Our approach uses an object-oriented ontology to define

a category.  We use keywords and keyword-associated constants (which are

automatically extracted from the data frames in the ontology) to describe the

category.

We conducted an experiment on twenty pre-classified obituary Web documents retrieved

from Yahoo!.  The experimental results show 90% recall and 97% precision, and our

approach enhances the precision of existing search engines in retrieving Web documents.

An increase in precision has two consequences: a) it saves users’ time when browsing

retrieved Web documents; (b) it means retrieved Web documents can be used as input of

the data extraction tools proposed in [RL94, KSa97, Sod97, HGMC+97, ECLS98].
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II Thesis Statement

This thesis proposes the automatic categorization of Web documents with respect to an

application ontology.  The approach uses application ontologies, the Vector Space IR

Model, and the Clustering IR Model.
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III Methods

This thesis proposes the automatic categorization of Web documents with respect to an

application ontology.  The approach uses application ontologies, the Vector Space IR

Model (VSM) and the Clustering IR Model (CM).

Recall that an application ontology has two parts: (i) an ontological model instance, and

(ii) data frames.  A low-level object in a data frame is either lexical or non-lexical.  A

lexical object is an object whose representation is indistinguishable from the object itself,

whereas a non-lexical object is an object whose representation is distinguishable from the

object itself and is represented by its object identifier and its relationships with other

lexical and non-lexical objects [Embley98].  A high-level object in a data frame is a set of

abstract views of information and can include sets of objects, relationships, and

constraints.  Each object in a data frame has a set of possible keywords and a set of

possible constants.  The cardinality constraint of each object defines the minimum and

maximum number of times each keyword (or constant) participate in a relationship

between the object and other object.
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Figure 2: A portion of data frames for an ontological model instance

of the obituary ontology.  Note that “Date” applies to “BirthDate”,

“DeathDate” , “ IntermentDate” , “ViewingDate” , and “FuneralDate”.

Consider a simpli fied ontological model instance of the obituary ontology in Figure 1.

“Obituary” is a high-level object set name, “Funeral” is a non-lexical object set name,

and “FuneralDate” is a lexical object set name.  Suppose a document has a sentence:
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“Funeral is on Mar 3, 1998”.  The sentence generates the relationship (is on) between

“Funeral” and “FuneralDate” , where “Mar 3, 1998” is the constant string for

“FuneralDate” specified by the first regular expression under “Date matches [16]” in

Figure 2.  Furthermore, the cardinali ty constraint [0..1] to the right of “Funeral” in Figure

1 means that if there is a “Funeral” service, it has one date, whereas the cardinali ty

constraint [1..*] to the left of “FuneralDate” means that a “FuneralDate” may describe

one or more “Funeral” services.

In order to compute the coeff icients of the vector for the ontology, we define the number

of participation of each keyword or constant.  Informally, this is just the word frequency

in the data frame.  Specifically, the minimum number of participation of “Date” (a lexical

object) is five, e.g., five possible dates, i.e., BirthDate, DeathDate, IntermentDate,

ViewingDate, and FuneralDate, in each obituary and each of these dates participates at

least one time (see the last five lines of Figure 2).  Similarly, the minimum number of

participation of the keyword for “FuneralDate” is one.  As the ontology does not define

the countable maximum number of participation of each object, the number of

particpation of each keyword or constant for the object is the minimum value of the

cardinali ty constraint for the object.

Before we further discuss our categorization approach, we describe how VSM and CM

determine the relevance of a Web document to a particular application ontology.  In

VSM, each of the keywords and constants (keyword-associated constants) defined in an

application ontology is interpreted as an axis of an n-dimensional vector space.   We

define CV as a Category Vector for the application ontology.  The coefficients of CV are

the minimum values of the cardinali ty constraints of the keywords and constants defined

in the ontology.  For example, the coeff icients in CV of the keyword for “FuneralDate” is

1 and the coeff icient in CV of the constant for “Date” is 5.
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Consider a Web document D in Figure 3, which contains multiple records of four

obituaries:

Figure 3: Four obituaries recorded on Sunday, July 5, 1998

in The Pocono Record (Stroudsburg, PA)

We adopt the heuristics of [YJ98] to calculate the number of multiple records in the

document, e.g., 4 is the number of multiple records calculated for D in Figure 3.

Therefore there are multiple records of four obituaries.  Based on the keywords and

constants defined in the obituary ontology of Figure 2, we create a data record for each

keyword and for each constant found in M one of the multiple records of D.  Each data

record has five fields: 1) a constant (the name of a keyword,) 2) the starting position of its

corresponding string in the M, 3) the ending position of its corresponding string in M, 4)

its length, and 5) its corresponding string found in M.  For example, in Figure 3, the three

bolded words “Funeral” which appear in three of the four obituaries are associated with

the KEYWORD(FuneralDate).  This constitutes three data records for the three strings

found.  One of the three data records is

KEYWORD(FuneralDate) : 1653|1659|7|Funeral

Stephen Liptak
. . .

Funeral mass will be held at 10:30 a.m. on Tuesday at St. Maximill ian Kolbe Church in Toms River, N.J.
. . .

Robert M. Borger
. . .

Funeral services will be held at 11 a.m. on Monday from the Kresge Funeral Home, Route 209 Brodheadsville, wit the Rev.
Deborah Scheffey officiating.

. . .
Emily M. Stout

. . .
Funeral services will be immediately following the viewing at 10:30 a.m. on Tuesday at the funeral home.

. . .
Will iam Henry "Pete" Rickards

. . .
A Masonic Service will be held on Thursday at 1 p.m. in the Will iam H. Clark Funeral Home, 1003 Main Street,
 Stroudsburg.

. . .
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where KEYWORD(FuneralDate) is the name of a keyword for the lexical object

FuneralDate; 1653 and 1659 are, respectively, the starting and the ending positions of the

corresponding string for the keyword found in M; 7 is the length of the string in M; and

“Funeral” is the corresponding string for the keyword of FuneralDate.

We use all of the data records to form a data list relative to the document D.  The data list

is used to compute the average frequencies of the keywords and constants found in the

multiple records in a Web document.  The average frequency of K, one of the keywords

(or constants), is computed as n/m, where n is the frequency of K and m is the number of

multiple records in the document.  In this example, KEYWORD(FuneralDate) appeared

three times in the data list with four multiple records.  So, its average frequency is

therefore 0.75, i.e., 3/4.

We let DV denote the n-dimensional Document Vector for a Web document with respect

to a particular application ontology.  Recall that in CM, a cluster C is a set of Web

documents that is formed based on the similarity among their corresponding n-

dimensional vectors.  But we are interested in Web documents with multiple records.

Therefore, we must extend CM from individual documents to multiple records in each of

these documents.

Let us consider a Web document D with multiple records.  We extend CM by

constructing S1 the set of multiple records in D.  Only the multiple records in D

“represent” the document.  We replace DV for the document with the term-centroid

vector for S1.  Therefore, the coeff icients of DV will now be the average frequencies of

keywords and constants found in the set of multiple records in S1.  These frequencies can

be computed from the data list.
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Our program automatically performs the following process:

1. The program extracts from a particular application ontology the set of all non-lexical

object set names L and the set of all high-level object set names H.  The program

arranges L2 into a search engine query.  The query is submitted to a search engine

which returns a set of Web documents.

2. The program applies the multiple record-boundary heuristics of [YJ98] on the set of

documents that are returned from the search engine.  The program removes from the

set of returned documents any document that does not contain multiple records.

3. The program extracts keywords and constants from each remaining document based

on the set of keywords and keyword-associated constants defined in the ontology.

The keywords and constants that are found in each remaining document yields

different records in the data list for the document.

4. The program applies the term-centroid vector of CM to determine the coefficients of

DV from the data list for each remaining document.

5. The program applies VSM to create CV for the ontology.

6. Finally, the program computes the acute angle between DV and CV [SM83].

The closer the angle between CV and DV is to zero, the more likely a Web document

(represented by DV) is relevant to an application ontology (represented by CV).
                                                          
2 The program can also arrange H into a query and submit it to a search engine.
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 IV Contribution to Computer Science

This thesis proposes the automatic categorization of Web documents with respect to an

application ontology.  The approach uses application ontologies, the Vector Space IR

Model, and the Clustering IR Model.  Our approach enhances the precision of existing

search engines in retrieving Web documents.  An increase in precision has two

consequences: a) it saves users’ time when browsing retrieved Web documents; and (b) it

means retrieved Web documents can be used as input of the data extraction tools

proposed in [RL94, KSa97, Sod97, HGMC+97, ECLS98].
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V Delimitations of the Thesis

This thesis will not do the following:

- Deal with a Web document unless (1) it is data rich, (2) it is narrow in breadth, and

(3) it contains multiple records that might be relevant to a particular application

ontology.

- Enhance application ontology.

- Consider Natural Language Processing techniques to determine whether keywords

and constants appear in the same sentence in a Web document.
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VI Thesis Outline

1 Introduction

1.1 The problem

1.2 Thesis organization

   Estimated Length: 3 pages

2 Preliminaries

2.1 Information Retrieval

2.1.1 Term Weighting Methods

2.1.2 Advanced Information Retrieval (IR) Models

2.1.2.1   Vector Space Model

2.1.2.2   Clustering Model

2.2  Related work

Estimated Length: 10 pages

3 Proposed Categorization Approach

3.1 Input queries for Search engines

3.2 Ontological Matching using Conceptual Model

3.3 Determination of relevance using IR Models

3.3.1 Vector Space Model

3.3.2 The Term-Centroid of Clustering Model

   Estimated Length: 30 pages

4 Experimental Analysis of the proposed Approach

   Estimated Length: 5 pages

5 Conclusions

   Estimated Length: 3 pages
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VII Thesis Schedule

A tentative schedule of this thesis is as follows:

Literature Search and Reading August - September, December 1998

January - February 1999

Chapter 3 April, 1999

Chapter 4 May, 1999

Chapter 1, 2 & 5 June, 1999

Thesis Revision and Defense June, 1999
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of textual information.

[SM83]  Gerard Salton, Michael J. McGill ,  Introduction to Modern Information
Retrieval,  McGraw-Hill , New York 1983.

This is an introductory book on modern information retrieval.    It has an analysis
of automatic term extraction and weighting.  It shows the reader the definition of
term-centroid for document classification.  It also shows the reader how to
measure the similarity of documents using vector similarity functions.

[Salton88]  Gerard Salton, Automatic Text Processing: The Transformation, Analysis,
and Retrieval of Information by Computer, Addison-Wesley, New York 1988.
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This book has ill ustrations on advanced information retrieval models, Vector
Space Model, Automatic Document Classification using clustering, and
Probabili stic Retrieval Model.  It also has chapters related to word processing
using text editing and formatting, and file access using a variety of searching
algorithms.

[Sod97]  Stephen Soderland,  “Learning to Extract Text-based Information from the
World Wide Web,”  in Proceedings of the Third International Conference on Knowledge
Discovery and Data Mining,  August 1997.

This paper introduces Webfoot, a preprocessor that parses web pages into
logically coherent segments based on page layout curs.  Output from Webfoot is
then passed on to CRYSTAL, a natural language processing (NLP) system that
learns text extraction rules from example.  Webfoot and CRYSTAL transform the
text into a formal representation that is equivalent to relational database entries.

[YJ98]  Yuan Jiang, “Record-Boundary Discovery in Web Documents,” Master Thesis at
Brigham Young University, December 1998.

This thesis has considered various heuristics on discovering record boundaries in
Web documents.  These heuristics are the Ontology-Matching Heuristic O, the
Repeating-Tag Pattern Heuristic R, the Standard Deviation Heuristic S, the
Identifiable “Separator” Tags Heuristic I, and the Highest-Count Tags Heuristic
H.  Experiments show that each of the combined heuristics of ORSI, ORIH,
RSIH, and ORSIH has achieved a successful rate of 100 percent in finding a
correct record separator in each of 100 experimental Web documents.
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IX Artifacts

The program which implements the retrieval of relevant Web pages using the proposed
categorization approach will be written in Perl and Java on an Hewlett Packard C200
workstation.
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