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#### Abstract

Recently, sample complexity bounds have been derived for problems involving linear functions such as neural networks and support vector machines. In this paper, we extend some theoretical results in this area by providing convergence analysis for regularized linear functions with an emphasis on classification problems. The class of methods we study in this paper generalize support vector machines and are conceptually very simple. To analyze these methods within the traditional PAC learning framework, we derive dimensional independent covering number bounds for linear systems under certain regularization conditions, and obtain relevant generalization bounds. We also present an analysis for these methods from the asymptotic statistical point of view. We show that this technique provides better description for large sample behaviors of these algorithms. Furthermore, we shall investigate numerical aspects of the proposed methods, and establish their relationship with ill-posed problems studied in numerical mathematics.


## 1 Introduction

In this paper, we are interested in the generalization performance of linear classifiers obtained from certain algorithms. From computational learning theory point of view, such performance measurements, or sample complexity bounds, can be described by a quantity called covering number [26, 37, 35], which measures the size of a parametric function family. For two-class classification problem, the covering number can be bounded by a combinatorial quantity called VC-dimension [37, 28]. Following this work, researchers have found other combinatorial quantities (dimensions) useful for bounding the covering numbers. Consequently, the concept of VC-dimension has been generalized to deal with more general problems, for example in $[26,35]$. Many of the more recent results have been summarized in [5] and [34].

Recently, Vapnik introduced the concept of support vector machine [36] which has been successful applied to many real problems. This method achieves good generalization by restricting the 2-norm of the weights of a separating hyperplane. A similar technique has been investigated by

Bartlett [3], where the author studied the performance of neural networks when the 1-norm of the weights is bounded. The same idea has also been applied in [29] to explain the effectiveness of the boosting algorithm.

In Section 4, we will see that support vector machines for training linear classifiers are special cases of the following general form of regularization method which has been widely studied for regression problems both in statistics and in numerical mathematics:

$$
\begin{equation*}
\inf _{w} E_{x, y} L(w, x, y)=\inf _{w} E_{x, y} f\left(w^{T} x y\right)+\lambda g(w), \tag{1}
\end{equation*}
$$

where $E_{x, y}$ is the expectation over a distribution of $(x, y)$, and $y \in\{-1,1\}$ is the binary label of data vector $x$. To apply this formulation for the purpose of training linear classifiers, we can choose $f$ as a decreasing function, such that $f(\cdot) \geq 0$, and choose $g(w) \geq 0$ as a function that penalizes large $w\left(\lim _{w \rightarrow \infty} g(w) \rightarrow \infty\right)$. $\lambda$ is an appropriately chosen positive parameter to balance the two terms.

In this paper, we study some theoretical aspects of using (1) to obtain a linear classifier $w$ with the following decision rule to predict the label $y$ of an unlabeled data $x$ :

$$
y= \begin{cases}1 & \text { if } \quad w^{T} x>0 \\ -1 & \text { if } \quad w^{T} x \leq 0\end{cases}
$$

To analyze this system, we shall first extend the covering number bounds of 1-norm regularized neural networks in [3], and emphasize the importance of dimensional independence. Generalization performance of (1) in the PAC learning framework is derived accordingly. This analysis shows that the new formulation (1) has similar theoretical advantages as support vector machines while conceptually is simpler (in the sense that the new formulation is in the form of traditional regularization methods in statistics and numerical mathematics people are familiar with). One disadvantage of PAC style analysis is that the derived small sample bounds are often not accurate for real problems. If $f$ and $g$ are smooth functions in (1), we show that exact asymptotic formulae exist. These asymptotic results provide better large sample descriptions for learning algorithms. Furthermore, since the form of (1) comes from regularization methods used in numerical mathematics for solving ill-posed problems, it is natural to study related numerical issues. We will demonstrate the relationship of the new method with support vector machines, and why a non-zero $\lambda$ is important for stability of the system under observation noise. Note that although such issues are very important in practice, they are often ignored under the standard PAC learning framework.

In a separate report [38], we study efficient numerical algorithms for solving (1) and its generalizations. We demonstrate that the newly derived methods compare favorably with the quadratic programming formulation of support vector machines. The new methods based on (1) and its generalizations are more flexible and often more efficient to solve numerically. Conceptually, we may also regard (1) as a model of data distribution, and derive interesting new learning algorithms accordingly.

The paper is organized as follows. Section 2 studies (1) from the PAC learning point of view. In

Section 2.1, we briefly review the concept of covering numbers as well as the main results related to analyzing the performance of learning algorithms. In Section 2.2, we introduce the regularization idea. Our main goal is to construct regularization conditions so that dimension independent bounds on covering numbers can be obtained. Section 2.3 extends results from the previous section to nonlinear compositions of linear functions. We will present some generalization error bounds for (1). In Section 3, we derive an asymptotic formula for the expected generalization performance of a learning algorithm, which will then be used to analyze the proposed formulation. In Section 4, we study some numerical properties of the new formulation and compare it to the problem of solving ill-posed systems. Section 5 summarizes results obtained in this paper.

## 2 PAC style generalization bounds

### 2.1 Covering numbers

We formulate the learning problem as to find a parameter from random observations to minimize the expected loss (risk): given a loss function $L(\alpha, x)$ and $n$ observations $X_{1}^{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ independently drawn from a fixed but unknown distribution $D$, we want to find $\alpha$ that minimizes the expected loss over $x$ :

$$
\begin{equation*}
R(\alpha)=E_{x} L(\alpha, x)=\int L(\alpha, x) d P(x) \tag{2}
\end{equation*}
$$

Without any assumption of the underlying distribution $x$, the most natural method for solving (2) using a limited number of observations is by the empirical risk minimization (ERM) method (cf. [35, 36]). We simply choose a parameter $\alpha$ that minimizes the observed risk:

$$
\begin{equation*}
R\left(\alpha, X_{1}^{n}\right)=E_{X_{1}^{n}} L(\alpha, x)=\frac{1}{n} \sum_{i=1}^{n} L\left(\alpha, x_{i}\right), \tag{3}
\end{equation*}
$$

where we use $E_{X_{1}^{n}}$ to denote the empirical expectation over the observed data.
We denote the parameter obtained in this way as $\alpha_{\text {erm }}\left(X_{1}^{n}\right)$. The convergence behavior of this method can be analyzed by using the VC theory under the PAC framework, which relies on the uniform convergence of the empirical risk (the uniform law of large numbers): $\sup _{\alpha} \mid R\left(\alpha, X_{1}^{n}\right)-$ $R(\alpha) \mid$. Such a bound can be obtained from quantities that measure the size of a Glivenko-Cantelli class. For a finite number of indices, the family size can be measured simply by its cardinality. For general function families, a well known quantity to measure the degree of uniform convergence is the covering number which can be dated back to Kolmogrov [21, 22]. The idea is to discretize (the discretization process can depend on the data $X_{1}^{n}$ ) the parameter space into $N$ values $\alpha_{1}, \ldots, \alpha_{N}$ so that each $L(\alpha, \cdot)$ can be approximated by $L\left(\alpha_{i}, \cdot\right)$ for some $i$. We shall only describe a simplified version relevant for our purposes.

Definition 2.1 Let $B$ be a metric space with metric $\rho$. Given a norm p, observations $X_{1}^{n}=$ $\left[x_{1}, \ldots, x_{n}\right]$, and vectors $f\left(\alpha, X_{1}^{n}\right)=\left[f\left(\alpha, x_{1}\right), \ldots, f\left(\alpha, x_{n}\right)\right] \in B^{n}$ parameterized by $\alpha$, the covering
number in p-norm, denoted as $\mathcal{N}_{p}\left(f, \epsilon, X_{1}^{n}\right)$, is the minimum number of a collection of vectors $v_{1}, \ldots, v_{m} \in B^{n}$ such that $\forall \alpha, \exists v_{i}:\left\|\rho\left(f\left(\alpha, X_{1}^{n}\right), v_{i}\right)\right\|_{p} \leq n^{1 / p} \epsilon$. We also denote $\mathcal{N}_{p}(f, \epsilon, n)=$ $\max _{X_{1}^{n}} \mathcal{N}_{p}\left(f, \epsilon, X_{1}^{n}\right)$.

Note that from the definition and the Jensen's inequality, we have $\mathcal{N}_{p} \leq \mathcal{N}_{q}$ for $p \leq q$. We will always assume the metric on $R$ to be $\left|x_{1}-x_{2}\right|$ if not explicitly specified otherwise. The following theorem is due to Pollard [26]:

Theorem 2.1 ([26]) $\forall n, \epsilon>0$ and distribution $D$,

$$
P\left[\sup _{\alpha}\left|R\left(\alpha, X_{1}^{n}\right)-R(\alpha)\right|>\epsilon\right] \leq 8 E\left[\mathcal{N}_{1}\left(L, \epsilon / 8, X_{1}^{n}\right)\right] \exp \left(\frac{-n \epsilon^{2}}{128 M^{2}}\right),
$$

where $M=\sup _{\alpha, x} L(\alpha, x)-\inf _{\alpha, x} L(\alpha, x)$, and $X_{1}^{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ are independently drawn from D.

The constants in the above theorem can be improved for certain problems: see $[6,13,35,36]$ for related results. However, they yield very similar bounds. The result most relevant for this paper is a lemma in [3] where the 1 -norm covering number is replaced by the $\infty$-norm covering number. The latter can be bounded by a scale-sensitive combinatorial dimension [1], which can be bounded from the 1 -norm covering number if this covering number does not depend on $n$. These results can replace Theorem 2.1 to yield better estimates under certain circumstances.

Since Bartlett's lemma in [3] is only for classification problems, we shall extends it to general problems so that it is comparable to Theorem 2.1. In the following theorem, we replace the "margin" concept for classification problems by a notion of separation for general problems. We also avoid introducing the concept of "fat-shattering" dimension which leads to some complicated technical manipulations in [3]. The important differences between the following theorem and Theorem 2.1 are: firstly, with the existence of a $\gamma$-separating function, we are able to use different accuracies $\gamma$ and $\epsilon$ respectively in the covering number estimate and the Chernoff bound; and secondly, the covering number itself is not that of the overall loss function.

Theorem 2.2 Let $f_{1}$ and $f_{2}$ be two functions: $R^{n} \rightarrow[0,1]$ such that $\left|y_{1}-y_{2}\right| \leq \gamma$ implies $f_{1}\left(y_{1}\right) \leq$ $f_{3}\left(y_{2}\right) \leq f_{2}\left(y_{1}\right)$ where $f_{3}: R^{n} \rightarrow[0,1]$ is a reference separating function, then

$$
P\left[\sup _{\alpha}\left[E_{x} f_{1}(L(\alpha, x))-E_{X_{1}^{n}} f_{2}(L(\alpha, x))\right]>\epsilon\right] \leq 4 E\left[\mathcal{N}_{\infty}\left(L, \gamma, X_{1}^{n}\right)\right] \exp \left(\frac{-n \epsilon^{2}}{32}\right)
$$

Proof. We follow the standard techniques (cf. [26, 37]).
Step 1 (symmetrization by a replicate sample). For all $n \epsilon^{2} \geq 2$, and consider i.i.d. random sample $Y_{1}^{n}$, independent of $X_{1}^{n}$,

$$
\begin{aligned}
& P\left[\sup _{\alpha}\left[E_{x} f_{1}(L(\alpha, x))-E_{Y_{1}^{n}} f_{2}(L(\alpha, y))\right]>\epsilon\right] \\
\leq & 2 P\left[\sup _{\alpha} E_{X_{1}^{n}} f_{1}(L(\alpha, x))-E_{Y_{1}^{n}} f_{2}(L(\alpha, y))>\epsilon / 2\right] .
\end{aligned}
$$

To see this, consider a function $\alpha^{*}$ such that $\alpha^{*}\left(Y_{1}^{n}\right)$ is a parameter that satisfies $E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-$ $E_{Y_{1}^{n}} f_{2}\left(L\left(\alpha^{*}, y\right)\right)>\epsilon$ if such a parameter exists; and let $\alpha^{*}\left(Y_{1}^{n}\right)$ be an arbitrary parameter if no such parameter exists. Note that for any $Y_{1}^{n}$, by the Chebyshev's inequality, the conditional probability

$$
\begin{gathered}
P\left[E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-E_{X_{1}^{n}} f_{1}\left(L\left(\alpha^{*}, y\right)\right) \leq \epsilon / 2 \mid Y_{1}^{n}\right] \\
\geq 1-\frac{1}{n \epsilon^{2} / 4} E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)\left(1-E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)\right) \geq 1 / 2 .
\end{gathered}
$$

We thus have

$$
\begin{aligned}
& \frac{1}{2} P\left[\sup _{\alpha}\left[E_{x} f_{1}(L(\alpha, x))-E_{Y_{1}^{n}} f_{2}(L(\alpha, y))\right]>\epsilon\right] \\
= & \frac{1}{2} P\left[E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-E_{Y_{1}^{n}} f_{2}\left(L\left(\alpha^{*}, y\right)\right)>\epsilon\right] \\
\leq & P\left[E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-E_{Y_{1}^{n}} f_{2}\left(L\left(\alpha^{*}, y\right)\right)>\epsilon, E_{x} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-E_{X_{1}^{n}} f_{1}\left(L\left(\alpha^{*}, y\right)\right) \leq \epsilon / 2\right] \\
\leq & P\left[E_{X_{1}^{n}} f_{1}\left(L\left(\alpha^{*}, x\right)\right)-E_{Y_{1}^{n}} f_{2}\left(L\left(\alpha^{*}, y\right)\right)>\epsilon / 2\right] \\
\leq & P\left[\sup _{\alpha} E_{X_{1}^{n}} f_{1}(L(\alpha, x))-E_{Y_{1}^{n}} f_{2}(L(\alpha, y))>\epsilon / 2\right] .
\end{aligned}
$$

Step 2 (symmetrization by random signs). Consider i.i.d. sign variables $\sigma_{1}, \ldots, \sigma_{n}$, independent of $X_{1}^{n}$ and $Y_{1}^{n}$, with $P\left(\sigma_{i}=-1\right)=P\left(\sigma_{i}=1\right)=1 / 2$. Define

$$
g_{\sigma}(\alpha, x)=\left(f_{1}(L(\alpha, x))-f_{2}(L(\alpha, x))\right) / 2+\sigma\left(f_{1}(L(\alpha, x))+f_{2}(L(\alpha, x))\right) / 2,
$$

and

$$
h_{\sigma}(\alpha, y)=-\left(f_{1}(L(\alpha, y))-f_{2}(L(\alpha, y))\right) / 2+\sigma\left(f_{1}(L(\alpha, y))+f_{2}(L(\alpha, y))\right) / 2 .
$$

It follows that the distribution of

$$
\sup _{\alpha} \sum_{i=1}^{n} f_{1}\left(L\left(\alpha, x_{i}\right)\right)-f_{2}\left(L\left(\alpha, y_{i}\right)\right)
$$

is the same as that of

$$
\sup _{\alpha} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)-h_{\sigma_{i}}\left(\alpha, y_{i}\right) .
$$

Therefore

$$
\begin{aligned}
& P\left[\sup _{\alpha} E_{X_{1}^{n}} f_{1}(L(\alpha, x))-E_{Y_{1}^{n}} f_{2}(L(\alpha, y))>\epsilon / 2\right] \\
= & P\left[\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)-h_{\sigma_{i}}\left(\alpha, y_{i}\right)>\epsilon / 2\right] \\
\leq & 2 P\left[\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)>\epsilon / 4\right] .
\end{aligned}
$$

Step 3 (derandomizing data). To estimate $P\left[\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)>\epsilon / 4\right]$, we fix $X_{1}^{n}$ and estimate the conditional probability

$$
P\left[\left.\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)>\epsilon / 4 \right\rvert\, X_{1}^{n}\right] .
$$

Let $\left\{\left(z_{1, j}, \ldots z_{n, j}\right): j=1, \ldots, m\right\}$ be an infinity-norm $\gamma$-covering of $L\left(\alpha, X_{1}^{n}\right)$, where $m=$ $\mathcal{N}_{\infty}\left(L, \gamma, X_{1}^{n}\right)$, then by definition, $\forall \alpha, \exists j$ such that $\left|z_{i, j}-L\left(\alpha, x_{i}\right)\right|<\gamma$ for all $i$. Note that $g_{1}\left(\alpha, x_{i}\right)=$ $f_{1}\left(L\left(\alpha, x_{i}\right)\right) \leq f_{3}\left(z_{i, j}\right)$ and $g_{-1}\left(\alpha, x_{i}\right)=-f_{2}\left(L\left(\alpha, x_{i}\right)\right) \leq-f_{3}\left(z_{i, j}\right)$, therefore $g_{\sigma_{i}}\left(\alpha, x_{i}\right) \leq \sigma_{i} f_{3}\left(z_{i, j}\right)$. We thus obtain

$$
\begin{aligned}
& P\left[\left.\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} g_{\sigma_{i}}\left(\alpha, x_{i}\right)>\epsilon / 4 \right\rvert\, X_{1}^{n}\right] \\
\leq & P\left[\left.\sup _{j} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i} f_{3}\left(z_{i, j}\right)>\epsilon / 4 \right\rvert\, X_{1}^{n}\right] \\
\leq & \mathcal{N}_{\infty}\left(L, \gamma, X_{1}^{n}\right) \sup _{j} P\left[\left.\frac{1}{n} \sum_{i=1}^{n} \sigma_{i} f_{3}\left(z_{i, j}\right)>\epsilon / 4 \right\rvert\, X_{1}^{n}\right] \\
\leq & \mathcal{N}_{\infty}\left(L, \gamma, X_{1}^{n}\right) e^{-n \epsilon^{2} / 32}
\end{aligned}
$$

The last inequality follows from the Hoeffding's inequality [16].
We say that $f_{1}$ and $f_{2}$ has a $\gamma$ separator if there exists $f_{3}$ such that $\left|y_{1}-y_{2}\right| \leq \gamma$ implies $f_{1}\left(y_{1}\right) \leq f_{3}\left(y_{2}\right) \leq f_{2}\left(y_{1}\right)$. Note that if we define $f^{\gamma}(y)=\sup _{|z-y|<\gamma} f_{1}(z)$, then $f_{1}$ and $f^{2 \gamma}$ has a $\gamma$ separator $f^{\gamma}$.

The above theorem gives the following PAC style generalization error bound: $\forall \gamma, \eta>0$, with probability of at least $1-\eta$,

$$
E_{x} f_{1}(L(\alpha, x)) \leq E_{X_{1}^{n}} f_{2}(L(\alpha, x))+\sqrt{\frac{32}{n}\left(\ln 4 \mathcal{N}_{\infty}(L, \gamma, n)+\ln \frac{1}{\eta}\right)} .
$$

If we consider a sequence of functions $f_{2}^{\gamma}$ parameterized by $\gamma$, each having a $\gamma$ separator, then we immediately notice that in the above bound, $\gamma$ has to be data independent. However, by using an idea described in [30], it is not difficult to give a uniform bound so that $\gamma$ can be chosen according
to data:
Corollary 2.1 Let $0 \leq f_{1} \leq f_{2}^{\gamma} \leq 1$ be two families of functions parameterized by $\gamma \in[0,1]$, such that $f_{1}$ and $f_{2}^{\gamma}$ has a $\gamma$ separator. Assume that $f_{2}^{\gamma_{1}}(y) \geq f_{2}^{\gamma_{2}}(y)$ if $\gamma_{1} \geq \gamma_{2}$. Let $\gamma_{1}>\gamma_{2}>\cdots$ be a decreasing sequence of parameters, and $p_{i}$ be a sequence of positive numbers such that $\sum_{i} p_{i}=1$, then for all $\eta>0$, with probability of at least $1-\eta$ over data:

$$
E_{x} f_{1}(L(\alpha, x)) \leq E_{X_{1}^{n}} f_{2}^{\gamma}(L(\alpha, x))+\sqrt{\frac{32}{n}\left(\ln 4 \mathcal{N}_{\infty}\left(L, \gamma_{i}, X_{1}^{n}\right)+\ln \frac{1}{p_{i} \eta}\right)}
$$

for all $\gamma \in[0,1]$, where $i$ is the smallest index such that $\gamma_{i}<\gamma$.
Proof. The result follows from Theorem 2.2 and basic probability arguments presented in [30]. $\forall i>0\left(\right.$ let $\left.\gamma_{0}=1\right)$, with probability at most $p_{i} \eta$, we have

$$
E_{x} f_{1}(L(\alpha, x))>E_{X_{1}^{n}} f_{2}^{\gamma_{i-1}}(L(\alpha, x))+\sqrt{\frac{32}{n}\left(\ln 4 \mathcal{N}_{\infty}\left(L, \gamma_{i}, X_{1}^{n}\right)+\ln \frac{1}{p_{i} \eta}\right)}
$$

Summing up over $i$, with probability at most $\eta$,

$$
E_{x} f_{1}(L(\alpha, x))>E_{X_{1}^{n}} f_{2}^{\gamma_{i-1}}(L(\alpha, x))+\sqrt{\frac{32}{n}\left(\ln 4 \mathcal{N}_{\infty}\left(L, \gamma_{i}, X_{1}^{n}\right)+\ln \frac{1}{p_{i} \eta}\right)}
$$

for at least one $i$, which implies the corollary.
If close to perfect generalization can be achieved, i.e. $E_{X_{1}^{n}} f_{2}^{\gamma}(L(\alpha, x)) \approx 0$, we can obtain better bounds by using a refined version of Chernoff bound where $-2 n \epsilon^{2}$ is replaced by $-n \epsilon^{2} / 2(E f+\epsilon)$ for over estimation and $-n \epsilon^{2} / E f$ for under estimation. In the extreme case that some choice of $\alpha$ achieves perfect generalization: $E_{x} f_{2}^{\gamma}(L(\alpha, x))=0$, and assume that our choices of $\alpha\left(X_{1}^{n}\right)$ always satisfy the condition $E_{X_{1}^{n}} f_{2}^{\gamma}(L(\alpha, x))=0$, then it is not hard to see that a generalization performance of $O\left(\frac{1}{n} \log \mathcal{N}_{\infty}\right)$ instead of $O\left(\sqrt{\frac{1}{n} \log \mathcal{N}_{\infty}}\right)$ can be achieved.

### 2.2 Covering number bounds for linear systems

Theorems in Section 2.1 demonstrate the important roles of covering numbers for analyzing the generalization performance of a learning algorithm. In this section, we shall derive a few new bounds on covering numbers for the following form of real valued loss functions:

$$
\begin{equation*}
L(w, x)=x^{T} w=\sum_{i=1}^{d} x_{i} w_{i} \tag{4}
\end{equation*}
$$

As we shall see later, these bounds are relevant to the convergence properties of (1). For simplicity, we shall skip covering number results for vector valued functions since they are less relevant to the regularization method (1). A brief discussion on related issues will be given in Section 2.3 when we study nonlinear compositions of linear systems. Note that in order to apply Theorem 2.1, since $\mathcal{N}_{1} \leq \mathcal{N}_{2}$, therefore it is sufficient to estimate $\mathcal{N}_{2}(L, \epsilon, n)$ for $\epsilon>0$. It is clear that $\mathcal{N}_{2}(L, \epsilon, n)$ is
not finite if no restrictions on $x$ and $w$ are imposed. Therefore in the following, we will assume that each $\left\|x_{i}\right\|_{p}$ is bounded, and study conditions of $\|w\|_{q}$ so that $\log \mathcal{N}(f, \epsilon, n)$ is independent or weakly dependent of $d$.

We start our analysis with a lemma that is attributed to Maurey, also see [2, 18].
Lemma 2.1 (Maurey) In a Hilbert space, let $f=\sum_{i=1}^{d} w_{i} g_{i}$, where each $\left\|g_{i}\right\| \leq b$, $w_{i} \geq 0$ and $\alpha=\sum_{i} w_{i} \leq 1$, then for every $n \geq 1$, there exist non-negative integers $k_{1}, \ldots, k_{d} \geq 0$, such that $\sum_{i=1}^{d} k_{i} \leq n$ and

$$
\left\|f-\frac{1}{n} \sum_{i=1}^{d} k_{i} g_{i}\right\|^{2} \leq \frac{\alpha b^{2}-\|f\|^{2}}{n} .
$$

Our first result generalizes a theorem of Bartlett [3]. The original results is with $p=\infty$ and $q=1$, and the related technique has also appeared in [23, 29].

Theorem 2.3 If $\left\|x_{i}\right\|_{p} \leq b$ and $\|w\|_{q} \leq a$, where $1 / p+1 / q=1$ and $2 \leq p \leq \infty$, then

$$
\log _{2} \mathcal{N}_{2}(L, \epsilon, n) \leq\left\lceil\frac{a^{2} b^{2}}{\epsilon^{2}}\right\rceil \log _{2}(2 d+1)
$$

Proof. Consider matrix $X=\left[x_{1}, \ldots, x_{n}\right]^{T}$. Denote the columns of $X$ as $y_{1}, \ldots, y_{d}$. Let

$$
g_{i}=\frac{n^{1 / p} a b}{\left\|y_{i}\right\|_{p}} y_{i}, \quad w_{i}^{\prime}=\frac{\left\|y_{i}\right\|_{p}}{n^{1 / p} a b} w_{i} .
$$

By Hölder's inequality, it is easy to check that

$$
\begin{aligned}
\sum_{i}\left|w_{i}^{\prime}\right| & =\left|\sum_{i} \frac{\left\|y_{i}\right\|_{p}}{n^{1 / p} a b} w_{i}\right| \\
& \leq \frac{1}{n^{1 / p} a b}\left(\sum_{i}\left\|y_{i}\right\|_{p}^{p}\right)^{1 / p}\left(\sum_{i}\left|w_{i}\right|^{q}\right)^{1 / q} \\
& \leq \frac{1}{n^{1 / p} a b}\left(n b^{p}\right)^{1 / p} a=1 .
\end{aligned}
$$

Since function $x^{p / 2}$ is convex, thus by the Jensen's inequality, we obtain $n^{-1 / 2}\left\|y_{i}\right\|_{2} \leq n^{-1 / p}\left\|y_{i}\right\|_{p}$. This implies that $\left\|g_{i}\right\|_{2} \leq n^{1 / 2} a b$. Therefore by Lemma 2.1, if we let $k \geq(a b / \epsilon)^{2}$, then $\forall z=\sum_{i} w_{i} y_{i}$, we can find integers $k_{1}, \ldots, k_{d}$ such that $\sum_{i}\left|k_{i}\right| \leq k$ and

$$
\left\|z-\frac{1}{k} \sum_{i} k_{i} g_{i}\right\|_{2}^{2} \leq \frac{n a^{2} b^{2}}{k} \leq n \epsilon^{2}
$$

This means that the covering number $\mathcal{N}_{2}(L, \epsilon, n)$ is no larger than the number of integer solutions of $\sum_{i}\left|k_{i}\right| \leq k$, which is less than or equal to $(2 d+1)^{k}$.

The above bound on the covering number depends logarithmically on $d$, which is already quite weak (as compared to linear dependence on $d$ in the standard situation). However, the bound in Theorem 2.3 is not tight for $p<\infty$. For example, the following theorem improves the above bounds for $p=2$. Our technique used in the proof relies on the SVD decomposition [10] for matrices, and improves a similar result in [30] (which relies on the "fat-shattering" dimension) by a logarithmic factor of $n$.

Theorem 2.4 If $\left\|x_{i}\right\|_{2} \leq b$ and $\|w\|_{2} \leq a$, then

$$
\log _{2} \mathcal{N}_{2}(L, \epsilon, n) \leq\left\lceil\frac{2 a^{2} b^{2}}{\epsilon^{2}}\right\rceil \log _{2}\left(4 a^{2} b^{2} / \epsilon^{2}+1\right)
$$

Proof. Consider the matrix $X$ in the proof of Theorem 2.3. Assume that the SVD decomposition of $X$ is $X=U S V$. Let $q=\min (n, d)$ and the non-zero diagonal elements of $S$ are $\lambda_{1}, \ldots, \lambda_{q}$. Therefore after an orthogonal rotation which does not change the $L_{2}$ norm, the range $R$ of $X w$ can be written as $\sum_{i}\left(z_{i} / \lambda_{i}\right)^{2} \leq a^{2}$. We need to find an $\sqrt{n} \epsilon-L_{2}$ cover for $R$. Note that the Frobenius norm $\|X\|_{F}^{2} \leq n b^{2}$, which implies that $\sum_{i} \lambda_{i}^{2} \leq n b^{2}$. Therefore there are at most $p \leq 2 a^{2} b^{2} / \epsilon^{2}$ of those $\lambda_{i}$ which can be larger than or equal to $\sqrt{\frac{\pi}{2}} \epsilon / a$. Assume that they are $\lambda_{1}, \ldots, \lambda_{p}$, then by the Schwartz inequality, $\sum_{i=1}^{p}\left|z_{i}\right| \leq\left(\sum_{i}\left(z_{i} / \lambda_{i}\right)^{2}\right)^{1 / 2}\left(\sum_{i}\left(\lambda_{i}\right)^{2}\right)^{1 / 2} \leq \sqrt{n} a b$. Thus by Theorem 2.3, there exists an $\epsilon / \sqrt{2}$-covering of $R^{\prime}=\left\{\left[z_{1}, \ldots, z_{p}\right]: \sum_{i=1}^{p}\left(z_{i} / \lambda_{i}\right)^{2} \leq a^{2}\right\}$ with $\exp \left[\left[\frac{2 a^{2} b^{2}}{\epsilon^{2}}\right\rceil \log _{2}(2 p+1)\right]$ vectors. Since $\left(\sum_{i=p+1}^{n} z_{i}^{2}\right)^{1 / 2} \leq \sqrt{\frac{n}{2}} \epsilon$, therefore, these vectors in the $\epsilon / \sqrt{2}$-covering of $R^{\prime}$ padded with zeros give an $\epsilon$ covering of $R$.

The next theorem shows that if $1 / p+1 / q>1$, then the 2 -norm covering number is also independent of dimension.

Theorem 2.5 If $\left\|x_{i}\right\|_{p} \leq b$ and $\|w\|_{q} \leq a$, where $1 \leq q \leq 2$ and $\delta=1 / p+1 / q-1>0$, then

$$
\log _{2} \mathcal{N}_{2}(L, \epsilon, n) \leq\left\lceil\frac{4 a^{2} b^{2}}{\epsilon^{2}}\right\rceil \log _{2}\left(2(2 a b / \epsilon)^{1 / \delta}+1\right)
$$

Proof. Let $p^{\prime}=q /(q-1)$, then as in the proof of Theorem 2.3, we obtain

$$
\sum_{i}\left|\frac{w_{i}^{\prime}}{\alpha_{i}}\right|^{q} \leq 1, \quad \sum_{i}\left|\alpha_{i}\right|^{p} \leq 1,
$$

where $w_{i}^{\prime}=\frac{1}{a b}\left\|y_{i}\right\|_{p} n^{-1 / p} w_{i}$ and $\alpha_{i}=\left\|y_{i}\right\|_{p} n^{-1 / p} / b$.
Now we (re-order and) partition $\left\{\alpha_{i}\right\}$ into two parts such that $\left|\alpha_{u+1}\right|, \ldots,\left|\alpha_{d}\right|<\epsilon_{1}^{1 / p}$ (the value of $\epsilon_{1}$ is to be determined later) where $u \leq 1 / \epsilon_{1}$. Since

$$
\sum_{i=u+1}^{d} \alpha_{i}^{p^{\prime}} \leq \epsilon_{1}^{\delta p^{\prime}} \sum_{i=u+1}^{d} \alpha_{i}^{p} \leq \epsilon_{1}^{\delta p^{\prime}},
$$

therefore

$$
\left\|\sum_{i=u+1}^{d} y_{i} w_{i}\right\|_{2} \leq \sum_{i=u+1}^{d}\left\|g_{i}\right\|_{2}\left|\alpha_{i} \cdot \frac{w_{i}^{\prime}}{\alpha_{i}}\right| \leq n^{1 / 2} a b\left(\sum_{i=u+1}^{d}\left|\alpha_{i}\right|^{p^{\prime}}\right)^{1 / p^{\prime}}\left(\sum_{i=u+1}^{d}\left|\frac{w_{i}^{\prime}}{\alpha_{i}}\right|^{q}\right)^{1 / q} \leq n^{1 / 2} a b \epsilon_{1}^{\delta} .
$$

By Theorem 2.3, $\forall \epsilon_{2}$, there exists an $\epsilon_{2}$-covering of $\sum_{i=1}^{u} w_{i} y_{i}$ with $\exp \left[\left\lceil\frac{a^{2} b^{2}}{\epsilon_{2}^{2}}\right\rceil \log _{2}(2 u+1)\right]$ vectors. These vectors also give an $\left(\epsilon_{1}^{\delta} a b+\epsilon_{2}\right)$-cover for $\sum_{i=1}^{d} w_{i} y_{i}$. Now, by setting $\epsilon_{1}=(\epsilon / 2 a b)^{1 / \delta}$ and $\epsilon_{2}=\epsilon / 2$, we obtain the theorem.

One consequence of this theorem is a potentially refined explanation for the boosting algorithm. In [29], the boosting algorithm has been analyzed by using a technique related to results in [3] which essentially rely on Theorem 2.3 with $p=\infty$. Unfortunately, the bound contains a logarithmic dependency on $d$ (in the general case) which does not seems to fully explain the fact that the performance of the boosting algorithm keeps improving as $d$ increases. However, this seemingly mysterious behavior may be better understood from Theorem 2.5 under the assumption that the data is more restricted than simply being $\infty$-norm bounded. For example, when the contribution of the wrong predictions is bounded by a constant for all data, then we can regard its $p$-th norm bounded for some $p<\infty$. In this case, Theorem 2.5 implies dimensional independent generalization which is consistent with experiments. In general, this interpretation can be useful for $\infty$-norm bounded data with certain sparsity properties.

Another way to remove the dimensional dependency of covering numbers is to introduce a damping (i.e. to treat dimensions unequally), as demonstrated in the following theorem. The basic idea behind this theorem is to introduce some "compactness" which stabilizes numerical estimation (also see related discussions in Section 4). This technique shrinks the space so that the effective dimension is reduced. One can easily generalize this theorem by using linear operators instead of sequences of numbers $a_{j}$ and $b_{j}$ :

Theorem 2.6 If $\sum_{j}\left|x_{i, j} / b_{j}\right|^{p} \leq 1$ and $\sum_{j}\left|w_{j} / a_{j}\right|^{q} \leq 1$, where $1 / p+1 / q=1, p \in[2, \infty]$, and $\left|a_{j} b_{j}\right| \leq \frac{c}{2} f(j)^{-s}$ for some $c, s>0$, where $f \geq 1$ is a monotone increasing function, then

$$
\log _{2} \mathcal{N}_{2}(L, \epsilon, n) \leq\left\lceil\frac{c^{2}}{\epsilon^{2}}\right\rceil \log _{2}\left[2 f^{-1}\left((c / \epsilon)^{1 / s}\right)+1\right]
$$

Proof. Similar to the proof of the previous theorem. Just note that when $j \geq f^{-1}\left((c / \epsilon)^{1 / s}\right)=u$, $\left|a_{j} b_{j}\right| \leq \epsilon / 2$. Therefore

$$
\left|\sum_{j \geq u} w_{j} x_{j}\right| \leq \frac{\epsilon}{2} \sum_{j \geq u}\left|w_{j} / a_{j}\right| \cdot\left|x_{j} / b_{j}\right| \leq \epsilon / 2
$$

If we want to apply Theorem 2.2, then it is necessary to obtain bounds for infinity-norm covering numbers. The following theorem give such bounds by using a result from online learning.

Theorem 2.7 If $\left\|x_{i}\right\|_{p} \leq b$ and $\|w\|_{q} \leq a$, where $2 \leq p<\infty$ and $1 / p+1 / q=1$, then $\forall \epsilon>0$,

$$
\log _{2} \mathcal{N}_{\infty}(L, \epsilon, n) \leq 36(p-1) \frac{a^{2} b^{2}}{\epsilon^{2}} \log _{2}[2\lceil 4 a b / \epsilon+2\rceil n+1]
$$

Proof. If $\epsilon>a b$, then since $\left|x_{i}^{T} w\right| \leq a b$ for all $i$, we can choose 0 as a cover and the theorem follows trivially. In the following we assume that $\epsilon \leq a b$.

We divide the interval $[-a b-\epsilon / 2, a b+\epsilon / 2]$ with $m=\lceil 4 a b / \epsilon+2\rceil$ intervals, each of size no larger than $\epsilon / 2$. Let $-a b-\epsilon / 2=\theta_{0}<\theta_{1}<\cdots<\theta_{m}=a b+\epsilon / 2$ be the boundaries of the intervals so that $\theta_{i}-\theta_{i-1} \leq \epsilon / 2$ for all $i$. For a sample $X_{1}^{n}=\left\{x_{1}, \ldots, x_{n}\right\}$, consider the sets $S_{1}=\left\{\left(x_{i},-\theta_{j} / a\right): i=\right.$ $1, \ldots, n ; j=0, \ldots, m-1\}$ and $S_{2}=\left\{\left(-x_{i}, \theta_{j} / a\right): i=1, \ldots, n ; j=1, \ldots, m\right\}$.
$\forall\|w\|_{q} \leq a$, consider the set of values of $w: x_{i}^{T} w-\theta_{j_{1}(i, w)}$ and $-x_{i}^{T} w+\theta_{j_{2}(i, w)}$, where $j_{1}(i, w)$ is the maximum index of $\theta_{j}$ such that $x_{i}^{T} w-\theta_{j_{1}(i, w)} \geq \epsilon / 2$; and $j_{2}(i, w)$ is the minimum index of $\theta_{j}$ such that $x_{i}^{T} w-\theta_{j_{2}(i, w)} \leq-\epsilon / 2$. This implies that $\forall(y, z)$ such that if $\forall i: x_{i}^{T} y-z \theta_{j_{1}(i, w)}>0$ and $-x_{i}^{T} y+z \theta_{j_{2}(i, w)}>0$, then $z>0$ and $\forall i: x_{i}^{T} y / z \in\left(\theta_{j_{1}(i, w)}, \theta_{j_{2}(i, w)}\right)$. This implies that $\left|x_{i}^{T} y / z-x_{i}^{T} w\right|<\epsilon$ for all $i$.

We apply a mistake bound result for online algorithms from [12] which implies that $\forall\|w\|_{q} \leq a$, let

$$
M=36(p-1) \frac{a^{2} b^{2}}{\epsilon^{2}} \geq \frac{(p-1)}{(\epsilon / 2)^{2}}\left(\|w\|_{q}^{q}+a^{q}\right)^{2 / q} \sup _{i}\left(\left\|x_{i}\right\|_{p}^{p}+(b+\epsilon / 2 a)^{p}\right)^{2 / p}
$$

then there exists non-negative integer sequences $\alpha_{i}$ and $\beta_{i}$, such that $\sum_{i=1}^{n} \alpha_{i}+\beta_{i} \leq M$ and if we let

$$
(y, a z)=f_{p}\left(\sum_{i} \alpha_{i}\left(x_{i},-\theta_{j_{1}(i, w)} / a\right)+\sum_{i} \beta_{i}\left(-x_{i}, \theta_{j_{2}(i, w)} / a\right)\right),
$$

where $f_{p}(z)=p \cdot \operatorname{sign}(z)|z|^{p-1}$, then $x_{i}^{T} y-z \theta_{j_{1}(i, w)}>0$ and $-x_{i}^{T} y+z \theta_{j_{2}(i, w)}>0$ for all $i$.
It follows from the above discussion that the infinity-norm covering number $\mathcal{N}_{\infty}(L, \epsilon, n)$, is no more than the number of non-negative integer solutions of

$$
\sum_{i, j} n_{i, j}+m_{i, j} \leq M,
$$

where $(i, j)$ go through the index of $S_{1}$ (and $S_{2}$ ). Since the number of solutions is no more than $\left(\left|S_{1}\right|+\left|S_{2}\right|+1\right)^{M}$, thus

$$
\log _{2} \mathcal{N}_{\infty}(L, \epsilon, n) \leq 36(p-1) \frac{a^{2} b^{2}}{\epsilon^{2}} \log _{2}[2\lceil 4 a b / \epsilon+2\rceil n+1] .
$$

Note that in Theorem 2.7, we have made no attempt to optimize the constants. Since $\theta_{0}=$ $-a b-\epsilon / 2$ and $\theta_{m}=a b+\epsilon / 2$ are quite artificially introduced, and are only for the purpose of
consistent indexing, thus improvements can be obtained trivially by simply ignoring them. Also note that $\mathcal{N}_{2} \leq \mathcal{N}_{\infty}$, therefore Theorem 2.7 implies dimensional independent 2-norm covering number bounds for $2 \leq p<\infty$, which gives better results than Theorem 2.3 in the sense of dimensional dependency. In the case of $p=\infty$, we show that an entropy condition can be used to obtain dimensional independent covering number bounds. This entropy condition is related to the multiplicative update algorithms widely studied for online learning algorithms. We shall first introduce the following definition:

Definition 2.2 Let $\mu=\left[\mu_{i}\right]$ be a vector with positive entries such that $\|\mu\|_{1}=1$ (in this case, we call $\mu$ a distribution vector). Let $x=\left[x_{i}\right] \neq 0$ be a vector of the same length, then we define the weighted relative entropy of $x$ with respect to $\mu$ as:

$$
\operatorname{entro}_{\mu}(x)=\sum_{i}\left|x_{i}\right| \ln \frac{\left|x_{i}\right|}{\mu_{i}\|x\|_{1}} .
$$

It is a well-known fact that relative entropy as defined above is always non-negative, and entro $\mu_{\mu}(x)=$ 0 only when $|x|=\|x\|_{1} \cdot \mu$. Before the main theorem, we need a Lemma that refines and generalizes the discussion in Section 5 of [12] (their result is not directly applicable). Also see [8, 9, 19] and references therein for related techniques. In the following lemma, $x_{j, i}$ indicates the $i$-th component of vector $x_{j}$.

Lemma 2.2 Let $\mu$ be a distribution vector and $w$ be a vector with non-negative entries such that $\|w\|_{1} \leq W . \forall \delta \in\left(0, \min _{j} w^{T} x_{j}\right]$, let

$$
m(\delta)=\frac{2 \sup _{i}\left\|x_{i}\right\|_{\infty}^{2} W \cdot \operatorname{entr}_{\mu}(w)}{\delta^{2}}
$$

Then there exists an integer sequence $j_{1}, \ldots, j_{k}$ where $k \leq m(\delta)$, and a vector $\hat{w}$ defined as $\hat{w}_{i}=$ $\mu_{i} \exp \left(\eta \sum_{\ell=1}^{k} x_{j_{\ell}, i}\right)$, where $\eta=\delta / W \sup _{j}\left\|x_{j}\right\|_{\infty}^{2}$, so that $\hat{w}^{T} x_{j}>0$ for all $j$.

Proof. Without loss of generality, we assume that $\|w\|_{1}=1$. Let $z$ be a vector, consider

$$
M(z)=\ln \sum_{i=1}^{n} \mu_{i} e^{z_{i}}-w^{T} z+\sum_{i=1}^{n} w_{i} \ln \frac{w_{i}}{\mu_{i}},
$$

then it is easy to show that $M(z) \geq 0$ for all $z$.
Assume now that the Theorem is not true, then there exists a sequence of integers $j_{1}, \ldots, j_{k}$ where $k>m(\delta)$ such that if we define a sequence of vectors $z_{\ell}$ as $z_{\ell}=z_{\ell-1}+\eta x_{j_{\ell}}$ with $z_{0}=0$, then $\sum_{i} \mu_{i} \exp \left(z_{\ell-1, i}\right) x_{j, i} \leq 0$.

Note that for all pairs of vectors $v, \Delta v$ :

$$
\frac{d}{d t} \ln \sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t}=\frac{\sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t} \Delta v_{i}}{\sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t}}
$$

and

$$
\frac{d^{2}}{d t^{2}} \ln \sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t} \leq \frac{\sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t} \Delta v_{i}^{2}}{\sum_{i} \mu_{i} e^{v_{i}+\Delta v_{i} t}} .
$$

Therefore from the Taylor expansion, we know that there exists $t \in[0,1]$ such that

$$
\begin{aligned}
\ln \sum_{i} \mu_{i} e^{z_{\ell, i}} & \leq \ln \sum_{i} \mu_{i} e^{z_{\ell}-1, i}+\frac{\sum_{i} \mu_{i} e^{z_{\ell-1, i}} \eta x_{j_{\ell}, i}}{\sum_{i} \mu_{i} e^{z_{\ell-1, i}}}+\frac{\eta^{2}}{2} \frac{\sum_{i} \mu_{i} e^{z_{\ell-1, i}+\eta x_{j_{\ell}, i}} x_{j_{,}, i}^{2}}{\sum_{i} \mu_{i} e^{z_{\ell-1, i}+\eta x_{j_{\ell}, i} t}} \\
& \leq \ln \sum_{i} \mu_{i} e^{z_{\ell}-1, i}+\frac{\eta^{2}}{2} \frac{\sum_{i} \mu_{i} e^{z_{\ell-1, i}+\eta x_{j_{\ell}, i}} x_{j_{\ell, i}}^{2}}{\sum_{i} \mu_{i} e^{z_{\ell-1, i}+\eta x_{j_{\ell}, i t}}} \\
& \leq \ln \sum_{i} \mu_{i} e^{z_{\ell}-1, i}+\frac{\eta^{2}}{2}\left\|x_{j_{\ell}}\right\|_{\infty}^{2} .
\end{aligned}
$$

Note that we have used the fact that $\sum_{i} \mu_{i} \exp \left(z_{\ell-1, i}\right) x_{j, i} \leq 0$. We obtain

$$
\begin{aligned}
M\left(z_{\ell}\right)-M\left(z_{\ell-1}\right) & =\ln \frac{\sum_{i} \mu_{i} e^{z_{\ell, i}}}{\sum_{i} \mu_{i} e^{\chi_{\ell-1, i}}}-w^{T} \cdot \eta x_{j_{\ell}} \\
& \leq \frac{\eta^{2}}{2}\left\|x_{j_{\ell}}\right\|_{\infty}^{2}-\eta \delta .
\end{aligned}
$$

Summing up over $\ell$ :

$$
\begin{aligned}
M\left(z_{k}\right) & <M\left(z_{0}\right)+m(\delta)\left(\frac{\eta^{2}}{2} \sup _{j}\left\|x_{j}\right\|_{\infty}^{2}-\eta \delta\right) \\
& =\operatorname{entro}_{\mu}(w)+m(\delta)\left(\frac{\eta^{2}}{2} \sup _{j}\left\|x_{j}\right\|_{\infty}^{2}-\eta \delta\right) \leq 0
\end{aligned}
$$

which is a contradiction.
Theorem 2.8 Given a distribution vector $\mu$, If $\left\|x_{i}\right\|_{\infty} \leq b$ and $\|w\|_{1} \leq a$ and $\operatorname{entro}_{\mu}(w) \leq c$, where we assume that $w$ has non-negative entries, then $\forall \epsilon>0$,

$$
\log _{2} \mathcal{N}_{\infty}(L, \epsilon, n) \leq \frac{36 b^{2}\left(a^{2}+a c\right)}{\epsilon^{2}} \log _{2}[2\lceil 4 a b / \epsilon+2\rceil n+1] .
$$

Proof. The proof follows the same steps of Theorem 2.7. We let $\mu^{\prime}=[\mu, 1] / 2$ and $w^{\prime}=[w, a]$. Thus $\left\|w^{\prime}\right\|_{1} \leq 2 a$, and entro $_{\mu^{\prime}}\left(w^{\prime}\right) \leq \operatorname{entro}_{\mu}(w)+a \ln 2<a+c$. Similarly, the expansion $x_{i}^{\prime}$ of $x_{i}$ (by adding an entry $\theta / a$ ) has norm $\left\|x_{i}^{\prime}\right\|_{\infty} \leq 1.5 b$ (we assume that $\epsilon / a \leq b$ ). We shall apply the mistake bound from Lemma 2.2, where we set $\delta=\epsilon / 2$ and $W=2 a$, then define $M$ as

$$
M=\frac{36(a+c) a b^{2}}{\epsilon^{2}} \geq \frac{2}{\delta^{2}} \sup _{i}\left\|x_{i}^{\prime}\right\|_{\infty}^{2} W \cdot \operatorname{entro}_{\mu^{\prime}}\left(w^{\prime}\right) .
$$

The rest of the proof follows from essentially the same arguments of Theorem 2.7's proof.
Corollary 2.2 Given a distribution vector $\mu$, If $\left\|x_{i}\right\|_{\infty} \leq b$ and $\|w\|_{1} \leq a$ and $\operatorname{entro}_{\mu}(w) \leq c$, then $\forall \epsilon>0$,

$$
\log _{2} \mathcal{N}_{\infty}(L, \epsilon, n) \leq 1+\frac{144 b^{2}\left(2 a^{2}+a c\right)}{\epsilon^{2}} \log _{2}[2\lceil 4 a b / \epsilon+2\rceil n+1]
$$

Proof. Let $u=\min (w, 0)$ and $v=\min (-w, 0)$, then $w=u-v$ and $\|u\|_{1},\|v\|_{1} \leq\|w\|_{1}$. Since for any $L=L_{1}-L_{2}$, we have $\mathcal{N}_{\infty}(L, \epsilon, n) \leq \mathcal{N}_{\infty}\left(L_{1}, \epsilon / 2, n\right)+\mathcal{N}_{\infty}\left(L_{2}, \epsilon / 2, n\right)$, therefore we only need to show that $\operatorname{entro}_{\mu}(u) \leq \operatorname{entro}_{\mu}(w)+\|w\|_{1}$. To prove this, we shall assume that $\|w\|_{1}=1$ without loss of generality, and $u, v \neq 0$. Since $\|u\|_{1}+\|v\|_{1}=1$, thus

$$
\|u\|_{1} \ln \frac{1}{\|u\|_{1}}+\|v\|_{1} \ln \frac{1}{\|v\|_{1}} \leq \ln 2 \leq \ln 2+\sum_{i} v_{i} \ln \frac{v_{i}}{\|v\|_{1} \mu_{i}} .
$$

The above inequality can be rewritten as

$$
\sum_{i} u_{i} \ln \frac{u_{i}}{\mu_{i}\|u\|_{1}} \leq \ln 2+\sum_{i} u_{i} \ln \frac{u_{i}}{\mu_{i}}+\sum_{i} v_{i} \ln \frac{v_{i}}{\mu_{i}}
$$

That is $\operatorname{entro}_{\mu}(u) \leq \operatorname{entro}_{\mu}(w)+\ln 2$.
Note that we don't require the dimension to be finite. However, if the dimension $d$ is finite, and we let $\mu_{i}=1 / d$, then it is easy to check that $\forall w, \operatorname{entro}_{\mu}(w) \leq\|w\|_{1} \ln d$. Therefore by Corollary 2.2, we obtain the following result which gives a better bound than a similar result in [3] by a logarithmic factor of $n$.

Corollary 2.3 If $\left\|x_{i}\right\|_{\infty} \leq b$ and $\|w\|_{1} \leq a$, then $\forall \epsilon>0$,

$$
\log _{2} \mathcal{N}_{\infty}(L, \epsilon, n) \leq 1+\frac{144 a^{2} b^{2}(2+\ln d)}{\epsilon^{2}} \log _{2}[2[4 a b / \epsilon+2\rceil n+1]
$$

We shall now discuss the relationship among the covering number bounds obtained in this section. Theorem 2.3 uses a reduction technique to generalize a result in [3] (with $p=\infty$ and $q=1$ ) which employs the Maurey's Lemma. However, it is very difficult to remove the inherent logarithmic dependence on dimension through this method. As a comparison, Theorem 2.7 (note that $\mathcal{N}_{2} \leq \mathcal{N}_{\infty}$ ) employs online-learning mistake bound results to remove the $\log d$ dependency by introducing a $\log n$ dependency. This trade-off of $\log d$ and $\log n$ is very natural from the computational point of view since Maurey's Lemma achieves an approximation by selecting columns (relevant features) of the data while an online algorithm achieves an approximation by selecting rows (related to support vectors) of the data. It follows that if $d \ll n$, than Theorem 2.7 gives a better result, and if $n \ll d$, Theorem 2.3 gives better result. Note that in the PAC style bounds, the $\log n$ dependency on the sample size usually does not cause significant problem. However, it is still of interests to obtain covering number bounds that are independent of both $n$ and $d$.

Theorem 2.4 gives such an example. Although, we speculate that the same claim could be true for all $1 / p+1 / q=1$ and $2 \leq p<\infty$, we are unable to prove (or disprove) this at the moment. However, in Theorem 2.5 and Theorem 2.6, we are able to obtain such results either under the assumption that $1 / p+1 / q>1$, or by a damping technique.

In the proofs of Theorem 2.4 and Theorem 2.5, the effective dimension of the problem are reduced by a compacification of part of the dimensions. This idea of compacification is very important in practical algorithms and is related to numerical stability of formulation (1) discussed in Section 4. Theorem 2.6 achieves such compacification directly by shrinking the non-important dimensions. Compactness also plays an important role in the numerical properties of solving (1) which we will analyze in Section 4. Theorem 2.8 is closely related to Theorem 2.6 in the sense of compacification. However, it employs another regularization condition. If we regard $\mu_{i}$ as a prior measure and $w$ as a posterior measure, then the entropy condition in Theorem 2.8 clearly corresponds to the maximum entropy principal in density estimation. Therefore our covering number result justifies the maximum entropy method from PAC learning point of view. However, we shall mention that in order to obtain a consistency result for the maximum entropy method in the sense of weak convergence in distribution, the PAC style analysis is insufficient and the sequentially weak* compactness [27] of the regularized parameter set becomes important.

As a comparison of Theorem 2.7 and Theorem 2.8, note that as $p \rightarrow \infty$, the covering number bound diverges in Theorem 2.7. This is true when we try to regularize the parameter $w$ around the origin, as pointed out in [12]. It is possible to construct a regularization condition around a nonzero vector so that the bound in Theorem 2.7 becomes its limit as $p \rightarrow \infty$. Because of Theorem 2.8 and its relation to the well-established maximum entropy principle, it is reasonable to use the entropy condition as in Theorem 2.8 (instead of 1-norm) as the regularization condition for infinitynorm bounded data. The Winnow online multiplicative update algorithm [24] and its continuous version of EG algorithm [19], as well as the classical MART (multiplicative algebraic reconstruction technique) algorithm [11] implicitly include such an entropy condition. In [38], we propose some other numerical algorithms for solving a formulation of (1) with entropy regularization condition. Recently, it was also shown in [20] that the boosting algorithm has a tendency to minimize entropy , although the analysis given in [29] only used the fact that the algorithm tries to maximize margin with fixed 1-norm. In addition, from the discussion after Theorem 2.3, sparse structures presented in the data were often overlooked in the old theoretical analysis when the data is infinite-norm bounded, and either the entropy or the 1-norm regularization condition is used.

We have shown in this section that covering number bounds can be derived from online mistake bounds. This fact suggests that after running a small mistake bound online algorithm repeatedly over the training data, one could expect a comparable generalization error because the effective parameter space that the online learning algorithm has explored is small. We can readily see from the construction of $M(z)$ in the proof of Lemma 2.2 that the weight $w$ and the data $z$ are effectively Lagrange dual variables, and the first term and the third term are corresponding Legendre transforms. This suggests that a proper regularization condition can be constructed or replaced by a properly chosen convex duality. This observation has important consequences in algorithmic design since we can intentionally create auxiliary variables by duality without any regularization.

Finally, the proof technique of Lemma 2.2 is closely related to the potential-reduction method for linear programming (cf. [33] and references therein), where a variant of $M(z)$ with a flipped sign for the second term can be used to show the polynomial convergence of certain interior point algorithms. Similar to the proof of Lemma 2.2, the technique of bounding the number of steps is also based on constant reduction of the potential function at each step by choosing an appropriate $\eta$ based on estimates of its first order term and its second order term in the Taylor expansion. However, since Newton steps are often taken, the proofs for bounding such terms are more involved.

### 2.3 Consequences of the covering number bounds

In order to apply the covering number bounds to the regularization scheme (1), we would like to extend these results to handle nonlinear compositions of linear functions. Such extensions are also useful for other related methods such as projection pursuit regression, neural networks or radial basis networks, etc. We consider the following system:

$$
\begin{equation*}
L([\alpha, w], x)=f\left(g(\alpha, x)+w^{T} h(\alpha, x)\right) \tag{5}
\end{equation*}
$$

where $x$ is the observation, and $[\alpha, w]$ is the parameter.
Definition 2.3 A function $f: R^{m_{1}} \rightarrow R^{m_{2}}$ is said to satisfy the Lipschitz condition with parameter $\gamma$ if $\forall x, y:\|f(x)-f(y)\| \leq \gamma\|x-y\|$, where $\|\cdot\|$ denote corresponding norms on the respective spaces.

The default norm on $R$ is $\|x\|=|x|$ unless otherwise indicated. It is very easy to verify that the following is valid if $f$ is Lipschitz: $\log _{2} \mathcal{N}_{r}\left(f \circ g, \epsilon, X_{1}^{n}\right) \leq \log _{2} \mathcal{N}_{r}\left(g, \epsilon / \gamma, X_{1}^{n}\right)$, where "०" denotes function composition, and the metric in each space corresponds to the norm used in the Lipschitz definition. In order to obtain general covering number bounds on the composition of functions, we need to allow $h$ to be a vector valued function. Note that the covering number results in Section 2.2 are not for vector valued functions - we have skipped such results since they are not very relevant to the regularization problem (1) we are interested in. However, for completeness and background purposes, we present an informally discussion on how to obtain more general covering number results.

The simplest way to obtain a bound for a vector function is by summing the corresponding bounds for its components: $\log _{2} \mathcal{N}_{r}\left(\left[f_{1}, \ldots, f_{d}\right], \epsilon, n\right) \leq \sum_{i} \log _{2} \mathcal{N}_{r}\left(f_{i}, \epsilon, n\right)$, where the metric in the [ $\left.f_{1}, \ldots, f_{d}\right]$ is taken to be the infinity norm. Note that if we require the bound to be independent of $d$, then $\mathcal{N}_{r}\left(f_{i}, \epsilon, n\right)=1$ for $i \geq u(\epsilon, n)$ where $u(\epsilon, n)$ is a value independent of $d$. This can be achieved by the same damping technique used in Theorem 2.6. We can also derive covering number bounds for vector valued functions directly. If we consider $w$ as a matrix in (4), then bounds that generalize the corresponding theorems in Section 2.2 can be obtained. For example, in Theorem 2.4, if we allow $w$ to be matrices with Frobenius norm regularization, and assume that we use 2 -norms for all vectors in different spaces, then the same result holds with the same proof. Besides direct generalizations of theorems in Section 2.2, some special methods can be applied for
special problems. An example is to exploit the symmetry property in neural networks to remove the effect of dimensions in inner layers [3].

Since the vector valued covering number bounds discussed above are not relevant to the later part of this paper, we shall not go into details. In the following, we give a result for (5), which shows that if a linear classifier contains a $d$-dimensional non-regularized part, then this non-regularized part contributes a $O(d)$ term to the logarithmic covering number $\log \mathcal{N}$.

Definition 2.4 The total variation of a function $f: R \rightarrow R$ is defined as

$$
\operatorname{TV}(f, x)=\sup _{x_{0}<x_{1} \cdots<x_{\ell} \leq x} \sum_{i=1}^{\ell}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right| .
$$

We also denote $\operatorname{TV}(f, \infty)$ as $\operatorname{TV}(f)$.
Lemma 2.3 If $L([\alpha, w], x)=f\left(g(\alpha, x)+w^{T} h(\alpha, x)\right)$, where $f \in[0, M]$ is monotone and $w$ is a $d$-dimensional vector. Assume that $f: R \rightarrow[0, M]$ is Lipschitz with parameter $\gamma$, and assume that $\|w\|_{q} \leq c$, then $\forall \epsilon_{1}, \epsilon_{2}>0$, and $n>2(d+1)$ :

$$
\log _{2} \mathcal{N}_{r}\left(L, \epsilon_{1}+\epsilon_{2}, n\right) \leq(d+1) \log _{2}\left[\frac{e n}{d+1} \max \left(\left\lfloor\frac{M}{2 \epsilon_{1}}\right\rfloor, 1\right)\right]+\log _{2} \mathcal{N}_{r}\left([g, h], \epsilon_{2} / \gamma, n\right)
$$

where metric of $[g, h]$ is defined as $\left|g_{1}-g_{2}\right|+c\left\|h_{1}-h_{2}\right\|_{p}(1 / p+1 / q=1)$.
Proof. Let $\alpha_{1}, \ldots, \alpha_{u}$ be an $\epsilon_{2} / \gamma$ covering of $[g, h]$ in $r$-norm (enlarge the parameter family if necessary), and

$$
L_{i}(w, x)=f\left(g\left(\alpha_{i}, x\right)+w^{T} h\left(\alpha_{i}, x\right)\right) .
$$

Note that $\left\{g\left(\alpha_{i}, x\right)+w^{T} h\left(\alpha_{i}, x\right): i=1, \ldots, u\right\}$ forms an $\epsilon_{2} / \gamma$ covering of $g(\alpha, x)+w^{T} h(\alpha, x)$, therefore by the Lipschitz condition of $f,\left\{L_{i}(w, x)\right\}$ gives an $\epsilon_{2}$ covering of $L$ in $r$-norm. We thus only need to show that each $L_{i}$ can be $\epsilon_{1}$-covered by at most $\left[\frac{e n}{d+1} \max \left(\left\lfloor\frac{M}{2 \epsilon_{1}}\right\rfloor, 1\right)\right]^{d+1}$ vectors in $r$-norm.

Since the pseudo-dimension (cf. [15]) of $w^{T} y+z$ is at most $d+1$ and a monotone function does not increase it, thus we have

$$
\log _{2} \mathcal{N}_{\infty}\left(L_{i}, \epsilon_{1}, n\right) \leq \log _{2} \sum_{i=0}^{d+1}\binom{n}{i}\left\lfloor\frac{M}{2 \epsilon_{1}}\right\rfloor^{i} .
$$

By a well-known bound $\sum_{i=0}^{d}\binom{n}{i} \leq(e n / d)^{d}$ for all $n>2 d$ (cf. [5], pp. 218), we obtain

$$
\log _{2} \mathcal{N}_{r}\left(L_{i}, \epsilon_{1}, n\right) \leq \log _{2} \mathcal{N}_{\infty}\left(L_{i}, \epsilon_{1}, n\right) \leq(d+1) \log _{2}\left[\frac{e n}{d+1} \max \left(\left\lfloor\frac{M}{2 \epsilon_{1}}\right\rfloor, 1\right)\right] .
$$

Theorem 2.9 If $L([\alpha, w], x)=f\left(g(\alpha, x)+w^{T} h(\alpha, x)\right)$, where $\operatorname{TV}(f)<\infty$ and $f$ is Lipschitz with parameter $\gamma$. Assume also that $w$ is a d-dimensional vector and $\|w\|_{q} \leq c$, then $\forall \epsilon_{1}, \epsilon_{2}>0$, and $n>2(d+1)$ :

$$
\log _{2} \mathcal{N}_{r}\left(L, \epsilon_{1}+\epsilon_{2}, n\right) \leq(d+1) \log _{2}\left[\frac{e n}{d+1} \max \left(\left\lfloor\frac{\mathrm{TV}(f)}{2 \epsilon_{1}}\right\rfloor, 1\right)\right]+\log _{2} \mathcal{N}_{r}\left([g, h], \epsilon_{2} / \gamma, n\right)
$$

where metric of $[g, h]$ is defined as $\left|g_{1}-g_{2}\right|+c\left\|h_{1}-h_{2}\right\|_{p}(1 / p+1 / q=1)$.
Proof. Since $\operatorname{TV}(f, x)$ is monotone and it is easy to verify that $\operatorname{TV}(f, x)$ is Lipschitz with parameter $\gamma$, thus the bound is valid with $f(x)$ replaced by $\operatorname{TV}(f, x)$. Note that $\forall x_{1}, x_{2},\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leq$ $\left|\operatorname{TV}\left(f, x_{1}\right)-\operatorname{TV}\left(f, x_{2}\right)\right|$, thus the bound also holds for $f(x)$.

An interesting observation from Theorem 2.9 is that we can allow some dimensions in (1) to be non-regularized:

Example 2.1 In the above theorem, a special case is when $h(\alpha, x)=h(x)$ independent of $\alpha$. In this case, the covering number of $[g, h]$ is equivalent to the covering number of $g$. We can set $c=\infty$, which means that $w$ is not regularized. The bound on covering number for $L([\alpha, w], x)=$ $f\left(g(\alpha, x)+w^{T} h(x)\right)$ is

$$
\log _{2} \mathcal{N}_{r}(L, \epsilon, n) \leq(d+1) \log _{2}\left[\frac{e n}{d+1} \max \left(\left\lfloor\frac{\operatorname{TV}(f)}{\epsilon}\right\rfloor, 1\right)\right]+\log _{2} \mathcal{N}_{r}(g, \epsilon / 2 \gamma, n)
$$

for all $\epsilon>0$ and $n>2(d+1)$.
Example 2.2 Consider classification by hyperplane: $L(w, x)=I\left(w^{T} x \leq 0\right)$ where $I$ is the set indicator function. Let $L^{\prime}(w, x)=f_{0}\left(w^{T} x\right)$ be another loss function where

$$
f_{0}(z)= \begin{cases}1 & z<0 \\ 1-z & z \in[0,1] \\ 0 & z>1\end{cases}
$$

Instead of using ERM to estimate the parameter that minimizes the risk of $L$, consider the scheme of minimizing the empirical risk associated with $L^{\prime}$, under the assumption that $\|x\|_{2} \leq b$ and constraint that $\|w\|_{2} \leq a$. Denote the estimated parameter by $w_{n}$. It follows from Theorem 2.1 and the covering number bound of Theorem 2.4 that

$$
P\left(E_{x} I\left(w_{n}^{T} x \leq 0\right)>\inf _{w} E_{x} f_{0}\left(w^{T} x\right)+16 \epsilon\right) \leq 8 \exp \left(\frac{-n \epsilon^{2}}{2}+\left\lceil\frac{2 a^{2} b^{2}}{\epsilon^{2}}\right\rceil \ln \left(4 a^{2} b^{2} / \epsilon^{2}+1\right)\right) .
$$

The PAC style bound is: with probability of at least $1-\eta$ :

$$
E_{x} I\left(w_{n}^{T} x \leq 0\right) \leq \inf _{\|w\|_{2} \leq a} E_{x} f_{0}\left(w^{T} x\right)+O\left(\sqrt{\frac{n^{1 / 2} a b \ln (n a b+2)+\ln \frac{1}{\eta}}{n}}\right)
$$

The corresponding average generalization error is bounded by

$$
\inf _{\|w\|_{2} \leq a} E_{x} f_{0}\left(w^{T} x\right)+O\left(\frac{1}{\sqrt{n}}+\frac{(a b)^{1 / 2}}{n^{1 / 4}} \ln ^{1 / 2}(n a b+2)\right) .
$$

Note that this bound shows that if $n$ is large, $w_{n}$ is not much worse than the optimal $w$ that minimizes the modified risk $E_{x} f_{0}\left(w^{T} x\right)$. This suggests the scheme of minimizing the empirical risk of $E_{\text {emp }} f_{0}\left(w^{T} x\right)$ which has a better convergence behavior than minimizing $E_{\text {emp }} I\left(w^{T} x \leq 0\right)$ directly.

We can also apply Theorem 2.2 and the covering number bound of Theorem 2.7 to give the following PAC bound: for any $\gamma>0$, with probability of at least $1-\eta$,

$$
E_{x} I\left(w_{n}^{T} x \leq 0\right) \leq E_{X_{1}^{n}} I\left(w_{n}^{T} x \leq 2 \gamma\right)+\sqrt{\frac{32}{n}\left(\ln 4+36 \frac{a^{2} b^{2}}{\gamma^{2}} \ln (2\lceil 4 a b / \gamma+2\rceil n+1)+\ln \frac{1}{\eta}\right)} .
$$

Now, by taking $\gamma_{i}$ as $1 / 2^{i}$ and $p_{i}=1 / i(i+1)$ in Corollary 2.1 , we obtain with probability of at least $1-\eta$ :

$$
E_{x} I\left(w_{n}^{T} x \leq 0\right) \leq E_{X_{1}^{n}} I\left(w_{n}^{T} x \leq 2 \gamma\right)+O\left(\sqrt{\frac{1}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln (a b / \gamma+2)+\ln n+\ln \frac{1}{\eta}\right)}\right)
$$

for all $\gamma \in(0,1]$. At this point, $a$ still needs to be data independent. However, note that the inequality always holds when $a b \geq O(\gamma \sqrt{n})$, therefore by choosing $a_{i}=\gamma \sqrt{n} /\left(2^{i} b\right)$ with $p_{i}=$ $1 / i(i+1)$, we obtain with probability of at least $1-\eta$ :

$$
E_{x} I\left(w_{n}^{T} x \leq 0\right) \leq E_{X_{1}^{n}} I\left(w_{n}^{T} x \leq 2 \gamma\right)+O\left(\sqrt{\frac{1}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln (a b / \gamma+2)+\ln n+\ln \ln (\gamma \sqrt{n} / a b+e)+\ln \frac{1}{\eta}\right)}\right)
$$

for all $a>0$ and $\gamma \in(0,1]$. The average generalization error is bounded by

$$
E_{n} \inf _{\gamma, a}\left[E_{X_{1}^{n}} I\left(w_{n}^{T} x \leq 2 \gamma\right)+O\left(\frac{a b / \gamma \cdot \ln ^{1 / 2}(a b / \gamma+2)+\ln ^{1 / 2} n+\ln ^{1 / 2} \ln (\gamma \sqrt{n} / a b+e)}{n^{1 / 2}}\right)\right],
$$

where $E_{X_{1}^{n}}$ is the empirical average and $E_{n}$ is the expectation with respect to the joint distribution of $X_{1}^{n}$ (where each of its component independently taken from the same distribution). This bound is better than the bound obtained with Theorem 2.1 if on average, $E_{X_{1}^{n}} I\left(w_{n}^{T} x \leq 2 \gamma\right)$ is small with a relatively large $\gamma$. However, compared with the asymptotic results in Section 3, PAC bounds are often sub-optimal.

In the rest of this section, we shall study PAC style bounds for (1). We assume that the data is normalized so that $\sup _{x}\|x\|_{p} \leq b$ for some $b>0$. Assume also that $R_{g}(w) \leq h(g(w))$ holds with an increasing function $h$, where we take $R_{g}(w)$ to be an appropriate regularization condition on $w$ with respect to the observed data. For example, we can let $R_{g}(w)=\|w\|_{q^{\prime}}$ with $q^{\prime} \leq p /(p-1)$ if $2 \leq p<\infty$; and let $R_{g}(w)=\|w\|_{1}+\operatorname{entro}_{\mu}(w)$ if $p=\infty$. We shall also assume that $f, g \geq 0$ and $f$
is non-increasing for simplicity.
Let $\hat{w}$ be an arbitrarily chosen parameter. Given $n$ random data, let $w_{n}$ be the solution of (1) under the empirical distribution. It follows that

$$
E_{\text {emp }} f\left(w_{n}^{T} x y\right)+\lambda g\left(w_{n}\right) \leq E_{\text {emp }} f\left(\hat{w}^{T} x y\right)+\lambda g(\hat{w}) .
$$

Therefore $g\left(w_{n}\right) \leq f\left(-\|\hat{w}\|_{q} b\right) / \lambda+g(\hat{w})$. Let $a=h\left(f\left(-\|\hat{w}\|_{q} b\right) / \lambda+g(\hat{w})\right)$, then $R_{g}\left(w_{n}\right) \leq a$, where $q=p /(p-1)$. Note that for regularization conditions we described earlier, if we choose $\hat{w}=0$, then $g(\hat{w})=0$. Therefore $a=h(f(0) / \lambda)$. On the other hand, if we can choose $\hat{w}$ so that $P\left(f\left(\hat{w}^{T} x y\right)=0\right)=1$, then $a=h(g(\hat{w}))$ is independent of $\lambda$. In particular, let $f(z)=0$ when $z \geq 1$, and assume that the data is linearly separable by a large margin with a small $\hat{w}$, then the regularization condition is independent of the choice of $\lambda$. In this case, we can choose $\lambda$ such that it is close to zero. However, if the data is not linearly separable (or separable by a very small margin), then $\lambda$ appears in the regularization condition. In such case, a non-zero choice of $\lambda$ is important.

Similar to Example 2.2, we can obtain generalization bounds of (1) using Theorem 2.1 and Theorem 2.7: with probability of at least $1-\eta$,

$$
E_{x, y} I\left(w_{n}^{T} x y \leq 0\right) \leq E_{e m p} f_{0}\left(w_{n}^{T} x y\right)+O\left(\sqrt{\frac{(p-1) n^{1 / 2} a b \ln (n a b+2)+\ln \frac{1}{\eta}}{n}}\right),
$$

for $2 \leq p<\infty$ with $q=p /(p-1)$ regularization. The average generalization error is bounded by

$$
E_{n} E_{e m p} f_{0}\left(w^{T} x y\right)+O\left(\frac{1}{\sqrt{n}}+p(a b)^{1 / 2} \ln ^{1 / 2}(n a b+2) / n^{1 / 4}\right)
$$

We can also obtain generalization bounds using Theorem 2.2: with probability of at least $1-\eta$,

$$
E_{x, y} I\left(w_{n}^{T} x y \leq 0\right) \leq E_{e m p} I\left(w_{n}^{T} x y \leq 2 \gamma\right)+O\left(\sqrt{\left.\frac{p-1}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln (a b / \gamma+2)+\ln n+\ln \frac{1}{\eta}\right)\right)}\right.
$$

for all $\gamma \in(0,1]$. Also the following bound holds with probability at least $1-\eta$, for all $\gamma \in(0,1]$ and $\lambda$ :

$$
E_{x, y} I\left(w_{n}^{T} x y \leq 0\right) \leq E_{e m p} I\left(w_{n}^{T} x y \leq 2 \gamma\right)+O\left(\sqrt{\frac{p}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln \left(\frac{a b}{\gamma}+2\right)+\ln n+\ln \ln \left(\frac{\gamma \sqrt{n}}{a b}+e\right)+\ln \frac{1}{\eta}\right)}\right) .
$$

The corresponding average generalization error is bounded by

$$
E_{n} \inf _{\gamma, \lambda}\left[E_{e m p} I\left(w_{n}^{T} x y \leq 2 \gamma\right)+O\left(\frac{p}{n^{1 / 2}}\left(1+a b \ln ^{1 / 2}\left(\frac{a b}{\gamma}+2\right) / \gamma+\ln ^{1 / 2} n+\ln ^{1 / 2} \ln \left(\frac{\gamma \sqrt{n}}{a b}+e\right)\right)\right)\right] .
$$

In all of the above bounds, the constants in the $O(\cdot)$ notation are universe. Although in the final bound, $a$ as a function of $\lambda$ has to be derived from a data independent choice of $\hat{w}$, we can replace $a$ by $R_{g}\left(w_{n}\right)$ and employ techniques from [30] to obtain more refined bounds (for simplicity,
we skip such analysis in this paper). Also note that for $p=\infty$ with entropy regularization, we can derive similar bounds by setting $p=2$ in the above inequalities. Another important observation is that for our problems, bounds obtained from Theorem 2.1 are inferior to the corresponding bounds obtained from Theorem 2.2. Generally speaking, this will be true if $\mathcal{N}_{\infty}$ is comparable with $\mathcal{N}_{1}$.

We shall now discuss the convergence of $R\left(w_{n}\right)$ to $\inf _{w} R(w)$. We assume that $\inf _{w} R(w)$ is achieved at $w_{*}$. Since $f$ is non-increasing, by results obtained in this section and a modified version of Corollary 2.1, we know that with probability of at least $1-\eta$, for all $\gamma \in(0,1]$ :

$$
\begin{aligned}
E_{x, y} f\left(w_{n}^{T} x y+\gamma\right)+\lambda g\left(w_{n}\right) \leq E_{e m p} f\left(w_{*}^{T} x y\right)+\lambda g\left(w_{*}\right)+f(-a b) . \\
O\left(\sqrt{\frac{p}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln \left(\frac{a b}{\gamma}+2\right)+\ln n+\ln \frac{1}{\eta}\right)}\right) .
\end{aligned}
$$

This implies that with probability of at least $1-\eta$, for all $\gamma \in(0,1]$ :

$$
\begin{aligned}
E_{x, y} f\left(w_{n}^{T} x y+\gamma\right)+\lambda g\left(w_{n}\right) \leq E_{x, y} f\left(w_{*}^{T} x y\right)+\lambda g\left(w_{*}\right)+f(-a b) . \\
O\left(\sqrt{\frac{p}{n}\left(\frac{a^{2} b^{2}}{\gamma^{2}} \ln \left(\frac{a b}{\gamma}+2\right)+\ln n+\ln \frac{1}{\eta}\right)}\right) .
\end{aligned}
$$

Now assume the following uniform convergence condition on the expectation of $f$ (which holds if $f$ is continuous):

$$
\lim _{\gamma \rightarrow 0} E_{x, y} \sup _{w}\left[f\left(w^{T} x y\right)-f\left(w^{T} x y+\gamma\right)\right]=0,
$$

then it follows that $R\left(w_{n}\right) \rightarrow R\left(w_{*}\right)$ in probability as $n \rightarrow \infty$. Combined with stability results in Section 4, we can infer that under appropriate choices of $f$ and $g$, the parameter $w_{n}$ converges in probability to $w_{*}$. The bounds in this section also imply that the rate of convergence is exponential in $n$. The exponential rate can still be obtained if we replace the requirement that $\|x\|_{p} \leq b$ with an exponential decay condition on $P\left(\|x\|_{p}>b\right)$.

This consistency result on estimated parameter is the basis for the central limit theorem which characterizes the asymptotic distribution of $w_{n}$ discussed in Section 3. An implication of the convergence of parameter $w_{n}$ under regularization is that even though from Theorem 2.9, we can relax the regularization condition for part of the dimensions without affecting good PAC generalization bounds, it is still useful to impose such a condition due to the increased stability for estimating $w_{n}$ (also see Section 4.1).

In the above discussion, the generalization error bounds are derived from over-estimates of the training errors. This seems to imply that the only role of $f$ in our PAC analysis is to serve as a well-behaved (smooth, convex) upper bound for the mis-classification error. Therefore to minimize $f$, we also approximately minimize the mis-classification error. Although this point of view is plausible, it does not fully explain the practical effectiveness of the regularization method (1) since the upper bound provided by $f$ is usually a very poor estimate of the mis-classification error. In [38], we shall discuss a much more insightful point of view concerned with the modeling aspects of
$f$, which is related to the invariance principle mentioned in Section 3.

## 3 Asymptotic analysis

The convergence results in the previous sections are in the form of convergence in probability, which has a combinatorial flavor. For problems involving differentiable function families with vector parameters, it is often convenient to derive precise asymptotic results by using the differential structure. The following derivation is motived from techniques appeared in [17]. Due to the scope of this paper, we shall only keep the analysis at an intuitive level, and assume that all conditions appearing in the derivation are met. A rigorous treatment that includes the necessary regularity conditions, as well as issues related to the rate of convergence to the asymptotic generalization error, and consequences of the minimax formulation discussed later in this section, will be given in another report.

Assume that the parameter $\alpha \in R^{m}$ in (2) is a vector and $L$ is a smooth function. Let $\alpha^{*}$ denote the optimal parameter, then $\alpha^{*}$ satisfies the following estimation equation:

$$
\int \nabla_{\alpha} L\left(\alpha^{*}, x\right) d P(x)=0
$$

where $\nabla_{\alpha}$ is the derivative with respect to $\alpha$. We denote $\nabla_{\alpha} L$ by a vector function $\Psi$.
Now consider the empirical risk minimization estimator $\alpha_{\text {erm }}\left(X_{1}^{n}\right)$ from $n$ observations $X_{1}^{n}$. Let $P_{n}(x)$ be the empirical distribution of $x$ with the $n$ observations, then

$$
\begin{equation*}
\int \Psi\left(\alpha_{\mathrm{erm}}\left(X_{1}^{n}\right), x\right) d P_{n}(x)=0 \tag{6}
\end{equation*}
$$

If $n$ is large, then $\left|\alpha^{*}-\alpha_{\text {erm }}\left(X_{1}^{n}\right)\right|$ is small with high probability (see discussions at the end of Section 2.3), so that

$$
\Psi\left(\alpha_{\operatorname{erm}}\left(X_{1}^{n}\right), x\right)-\Psi\left(\alpha^{*}, x\right) \approx \nabla_{\alpha} \Psi\left(\alpha^{*}, x\right)\left(\alpha_{\mathrm{erm}}\left(X_{1}^{n}\right)-\alpha^{*}\right) .
$$

Substituting into equation (6), we obtain

$$
\begin{equation*}
\int \Psi\left(\alpha^{*}, x\right) d P_{n}(x) \approx \int \nabla_{\alpha} \Psi\left(\alpha^{*}, x\right)\left(\alpha^{*}-\alpha_{\mathrm{erm}}\left(X_{1}^{n}, x\right)\right) d P_{n}(x) . \tag{7}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
V=\int \nabla_{\alpha} \Psi\left(\alpha^{*}, x\right) d P(x) \tag{8}
\end{equation*}
$$

is non-singular, and let

$$
\Psi_{n}=\int \Psi\left(\alpha^{*}, x\right) d P_{n}(x)
$$

Then $\alpha^{*}-\alpha_{\mathrm{erm}} \approx V^{-1} \Psi_{n}$, and

$$
\Delta R\left(\alpha_{\mathrm{erm}}\right) \approx \int \frac{1}{2}\left(\alpha_{\mathrm{erm}}-\alpha^{*}\right)^{T} \nabla_{\alpha} \Psi\left(\alpha^{*}, x\right)\left(\alpha_{\mathrm{erm}}-\alpha^{*}\right) d P(x) \approx \frac{1}{2} \Psi_{n}^{T} V^{-1} \Psi_{n}
$$

The most interesting case is when the central limit theorem holds: $\sqrt{n} \Psi_{n}$ asymptotically observes a Gaussian distribution with $O\left(\frac{1}{\sqrt{n}}\right)$ mean and covariance matrix $U$, where

$$
\begin{equation*}
U=\int \Psi\left(\alpha^{*}, x\right) \Psi\left(\alpha^{*}, x\right)^{T} d P(x) \tag{9}
\end{equation*}
$$

The asymptotic mean squared error of the empirical risk minimization is thus

$$
\begin{equation*}
E\left(\alpha_{\mathrm{erm}}-\alpha^{*}\right)^{2} \approx \frac{1}{n} \operatorname{tr}\left(V^{-2} U\right), \tag{10}
\end{equation*}
$$

where we use the symbol "tr" to denote the trace of a matrix. More generally, for any evaluation function $h(\alpha)$ such that $\nabla h\left(\alpha^{*}\right)=0$ :

$$
\begin{equation*}
E h\left(\alpha_{\mathrm{erm}}\right) \approx h\left(\alpha^{*}\right)+\frac{1}{2 n} \operatorname{tr}\left(V^{-1} \nabla^{2} h \cdot V^{-1} U\right), \tag{11}
\end{equation*}
$$

where $\nabla^{2} h$ is the Hessian matrix of $h$ at $\alpha^{*}$. A more complicated formula can be derived for $\nabla h\left(\alpha^{*}\right) \neq 0$, which we shall not describe in this paper. In particular, let $h(\alpha)=R(\alpha)$, then the asymptotic expected generalization error is

$$
\begin{equation*}
E R\left(\alpha_{\mathrm{erm}}\right) \approx R\left(\alpha^{*}\right)+\frac{1}{2 n} \operatorname{tr}\left(V^{-1} U\right) \tag{12}
\end{equation*}
$$

Note that this approach assumes that the optimal solution is unique. For (1), the uniqueness of solution can be guaranteed by the convexity condition in Lemma 4.1.

If (12) is valid, then it provides a better large sample description than PAC style bounds since the latter predict a generalization performance of at the best $R\left(\alpha^{*}\right)+O(1 / \sqrt{n})$ (unless perfect generalization can be achieved: see discussions at the end of Section 2.1). At the first glance, this discrepancy may appear mysterious since it is well-known that many of the PAC bounds are worst case tight for each fixed sample size. However, there are a number of reasons that can explain why this discrepancy is not contradictory: firstly, the worst case tightness in fixed sample size does not imply the asymptotic tightness of PAC bounds with a fixed distribution; also (12) is distribution dependent, and could not handle certain problems of combinatoric nature; another important reason is that the technique for proving the PAC style bounds (see the proof of Theorem 2.2) is inherently sub-optimal asymptotically since it makes the worst case assumption that all points in a covering of the loss function is equally likely to become an empirical estimate of the parameter (for example, see [14] for discussions of this point).

For classification problem (1), the estimation equation becomes

$$
\begin{equation*}
E_{x, y} f^{\prime}\left(w_{*}^{T} x y\right) x y+\lambda \nabla g\left(w_{*}\right)=0 \tag{13}
\end{equation*}
$$

Therefore let "cov" denote covariance, we have

$$
\begin{aligned}
\Psi\left(w_{*}, x, y\right) & =f^{\prime}\left(w_{*}^{T} x y\right) x y+\lambda \nabla g\left(w_{*}\right)=f^{\prime}\left(w_{*}^{T} x y\right) x y-E_{x, y} f^{\prime}\left(w_{*}^{T} x y\right) x y \\
U\left(w_{*}\right) & =\operatorname{cov}\left(f^{\prime}\left(w_{*}^{T} x y\right) x y\right) \\
V\left(w_{*}\right) & =E_{x, y} f^{\prime \prime}\left(w_{*}^{T} x y\right) x x^{T}+\lambda \nabla^{2} g\left(w_{*}\right) .
\end{aligned}
$$

If $E_{x, y} f^{\prime \prime}\left(w^{T} x y\right) x x^{T}$ is a semi-positive definite matrix as in the case of convex $f$, then we have $V(w) \geq \lambda \nabla^{2} g(w)$. It is not difficult to see that if $A \geq B>0$ and $C \geq 0$, then $\operatorname{tr}\left(A^{-1} C\right) \leq \operatorname{tr}\left(B^{-1} C\right)$ assuming that $A, B$ and $C$ are all symmetric matrices. The reason is that the trace of a matrix is the sum of its eigenvalues. By the Courant-Fischer minimax theorem for symmetric generalized eigenproblems (cf. [10]), it is easy to verify that each eigenvalue of $A^{-1} C$ is no larger than the corresponding eigenvalue of $B^{-1} C$.

Now if we assume that $f$ is convex and $\nabla^{2} g\left(w_{*}\right)$ is positive definite, then we obtain the following asymptotic bound for expected generalization error:

$$
R\left(w_{*}\right)+\frac{1}{2 \lambda n} \operatorname{tr}\left[\left(\nabla^{2} g\left(w_{*}\right)\right)^{-1} \operatorname{cov}\left(f^{\prime}\left(w_{*}^{T} x y\right) x y\right)\right] .
$$

In this case, the PAC style analysis in Section 2 and the stability analysis in Section 4.1 imply that the rate of convergence of $w_{e m p}$ to $w_{*}$ is independent of dimension under an appropriate distance measure (but it may depend on $\lambda$ ), which suggests that the asymptotic results obtained in this section can be applicable even with relatively small sample size when $\lambda$ is not close to zero.

Example 3.1 We would like to study a variant of the support vector machine: Consider $L(\alpha, x)=$ $f\left(\alpha^{T} x\right)+\frac{1}{2} \lambda \alpha^{2}$,

$$
f(z)=\left\{\begin{array}{ll}
1-z & z \leq 1 \\
0 & z>1
\end{array} .\right.
$$

Because of the discontinuity in the derivative of $f$, the estimation equation may not hold. However, if we make assumption on the smoothness of the distribution $x$, then the expectation of the derivate over $x$ can still be smooth, so that the estimation equation (6) and its linear approximation (7) are valid.

Consider the optimal parameter $\alpha^{*}$ and let $S=\left\{x: \alpha^{* T} x \in[0,1]\right\}$. Note that $\lambda \alpha^{*}=E_{x \in S} x$, and $U=E_{x \in S}\left(x-E_{x \in S} x\right)\left(x-E_{x \in S} x\right)^{T}$. Assume that $\exists \gamma>0$ s.t. $P\left(\alpha^{* T} x \leq \gamma\right)=0$, then $V=\lambda I+B$ where $B$ is a positive semi-definite matrix. It follows that

$$
\operatorname{tr}\left(V^{-1} U\right) \leq \operatorname{tr}(U) / \lambda \leq \frac{E_{x \in S} x^{2}}{E_{x \in S} \alpha^{* T} x}\left\|\alpha^{*}\right\|_{2}^{2} \leq \sup \|x\|_{2}^{2}\left\|\alpha^{*}\right\|_{2}^{2} / \gamma .
$$

Now, consider $\alpha_{n}$ obtained from observations $X_{1}^{n}=\left[x_{1}, \ldots, x_{n}\right]$ by minimizing empirical risk
associated with loss function $L(\alpha, x)$, then

$$
E_{x} L\left(\alpha_{e m p}, x\right) \leq \inf _{\alpha} E_{x} L(\alpha, x)+\frac{1}{2 \gamma n} \sup \|x\|_{2}^{2}\left\|\alpha^{*}\right\|_{2}^{2}
$$

asymptotically. Let $\lambda \rightarrow 0$, this scheme becomes the optimal separating hyperplane [36]. The asymptotic bound is better than the bound provided by the PAC bounds with fixed $\lambda$. In fact, if we consider an upper bound $f$ of the classification error such that the derivative vanishes at $\alpha^{*}$, then it follows that when $\lambda$ is sufficiently small, the expected classification error goes to zero at a rate faster than $O(1 / n)$ asymptotically; and if we choose a smooth function $f$, then the rate can be faster than any polynomial of $1 / n$ asymptotically.

In [38] , the following loss function will also be considered which is numerically easier to minimize: $L(\alpha, x)=g\left(\alpha^{T} x\right)+\frac{1}{2} \lambda \alpha^{2}$, where

$$
g(z)= \begin{cases}(z-1)^{2} & z \in[0,1] \\ \rho(z-1)^{2} & z>1\end{cases}
$$

For linearly separable problems, the method also becomes the optimal separating hyperplane when $\lambda \rightarrow 0$ and $\rho \rightarrow 0$.

Note that although the bound obtained in the above example is very similar to the mistake bound for the perceptron online update algorithm, we may in practice obtain much better estimates from (12) by plugging in the empirical data. For a non-square regularization condition, an appropriate transformation of the parameter space $w$ is needed in order to obtain desirable convergence behaviors (e.g. dimensional independent convergence to the central limit distribution). This transformation can be achieved by using a link function, which has appeared in the proofs of Theorem 2.7 and Lemma 2.2. For our purpose, equation (13) has to be modified to take the transformation into account. Essentially, a link function transforms the metric of regularization in the parameter space so that it behaves like the square metric, and hence all the derivations in this section remain similar. More details about the link function approach in the context of linear classification can be found in [8] and references therein.

If no regularization is used, then the stability results in Section 4.1 do not hold. This implies that the solution does not have the good asymptotic behavior demonstrated in this section. Since the estimated parameter is less stable, therefore a larger portion of the parameter space needs to be explored in order to find an optimal solution of (1), and hence in the worst case, there can be more chance of choosing an inferior parameter.

There are a few different ways to use (11) for the purpose of analyzing learning problems. Assume that $h(\alpha)=E_{x \in D} L_{h}(\alpha, x)$ is the true risk we are interested in. If we know that the loss function obeys an invariance principle with respect to the distribution so that the optimal solution $\alpha_{*}(D)$ is also the minimum of $\bar{h}(\alpha)=E_{x \in D} L_{\bar{h}}(\alpha, x)$ for all $\bar{h}$ belonging to a certain function family $H$ and for $D$ belonging to a certain distribution family $\Gamma$. In this case, we can define the best
estimation rule corresponding to the empirical estimate with $\bar{h} \in H$ as the minimax solution of

$$
\bar{h}=\arg \min _{\bar{h}} \max _{D \in \Gamma} \operatorname{tr}\left(V_{\bar{h}}^{-2} U_{\bar{h}}\right)
$$

if we are interested in the convergence of the parameter (as in regression problems), or

$$
\bar{h}=\arg \min _{\bar{h}} \max _{D \in \Gamma} \operatorname{tr}\left(V_{\bar{h}}^{-1} \nabla^{2} h \cdot V_{\bar{h}}^{-1} U_{\bar{h}}\right)
$$

if we are interested in the $L_{h}$ loss. This approach has been used in statistics. For example, the maximum likelihood estimate is asymptotically optimal under quite general conditions in the sense of parameter estimation. A similar criterion was used in [17] to obtain asymptotically optimal robust estimators under certain invariance assumptions of the data distribution.

Another way to apply (11) is to consider a parametric family of functions $h_{\gamma}$ that converges to $h$. We want to decide for a fixed large sample size $n$, which $\gamma$ is an appropriate choice so that empirical estimation with $h_{\gamma}$ should be employed. Besides some standard statistical techniques (such as cross validation methods), we can use PAC style bounds to select $\gamma$ with data dependent uniform convergence of $h_{\gamma}$ as in Corollary 2.1. However, PAC bounds are often too loose for most real problems, therefore a parameter selection method based on such bounds can often be quite sub-optimal. On the other hand, the asymptotic formulation (11) is precise for large sample sizes. It can also be much more useful for real problems even when the sample size is small. In this case, although a uniform rate of convergence in $\gamma$ is helpful, it is not crucial for practical purposes. There are also techniques to impose uniform convergence, such as the prior penalty method on the $\gamma$ space (cf. Corollary 2.1). Despite of its relevance to the problem of selecting the regularization parameter $\gamma$ in (1), we shall not study this topic further in this report due to the limitation of space.

## 4 Numerical aspects

In the previous discussions, we have indicated that the numerical stability of the solution is very important to learning problems. One reason is that this is required for the convergence of parameter which is the basic assumption of asymptotic analysis. Another reason is that in reality, the PAC learning model (2) is often violated in the sense that $X_{1}^{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ are not independently drawn from a fixed distribution due to a number of reasons: one possible cause is dependency among data; another possible cause is the questionable assumption that the training data is drawn from the same distribution as the test (future) data. In case that the formulation is unstable, a slightly error in model assumption can cause a large change in parameter, and such large change in parameter often has unpredictable behavior as far as the generalization performance is concerned.

From the computational point of view, a stable formulation is very desirable and is often required for designing efficient and robust numerical algorithms. Since a stable and efficient algorithm tends to search a small portion of the parameter space, it can be implied that a stable solution leads to good generalization performance.

To investigate the stability problem, we shall first note that the proposed formulation (1) resembles the standard form of regularization method used for regression problems in numerical analysis and statistics. Since the method was originally proposed in the context of solving ill-posed linear systems $A x=b[31,32]$, it is very useful to analyze (1) from the ill-posed system point of view. Although in general, rigorous mathematical treatments of ill-posed problems were often done for systems in infinite dimensional spaces, we shall assume that the spaces we consider are finite dimensional. We replace some traditional functional analysis aspects of ill-posed problems by sensitivity analysis which will lead to meaningful results in finite dimensional spaces.

The readers shall keep in mind that most of our analysis will also hold for infinite dimension: the compactness assumption of Lemma 4.1 of $\{z: g(z) \leq r\}$ can be replaced by weak* compactness and sequentially weak* compactness with appropriate regularity assumptions on $f, g$ and the distribution of $(x, y)$. Note that if we assume that $w$ is in the dual space of a separable normed linear space containing data $x$, then any bounded closed subset is sequentially weak* compact [27], therefore we can simply assume that $\{z: g(z) \leq r\}$ is bounded which is a relatively mild assumption. For simplicity, we shall skip this type of analysis, although infinite dimensional spaces can occur in learning problems, such as the kernel formulation of support vector machines.

### 4.1 Stability analysis

For simplicity, we assume that $f \geq 0$ is convex and non-increasing, and $g \geq 0$ is a strictly convex. We also assume that $f(0)>0$, and both $f$ and $g$ are differentiable.

Lemma 4.1 If $f \geq 0$ is continuous convex and $g \geq 0$ is continuous strictly convex, then $\forall \lambda>0$, and any distribution $(x, y)$, the function $E_{x, y} f\left(w^{T} x y\right)+\lambda g(w)$ is strictly convex. Assume also that $E_{x, y} f\left(w^{T} x y\right)$ is a continuous function of $w$ on a closed convex set $\Omega$, and that $\forall r>0$, the set $\Omega \cap\{z: g(z) \leq r\}$ is compact, then there exists a unique $w$ that minimizes (1) on $\Omega$.

Proof. To verify that $E_{x, y} f\left(w^{T} x y\right)+\lambda g(w)$ is strictly convex, we simply need to check that $\forall \alpha \in$ $(0,1)$ and $w_{1} \neq w_{2}: E_{x, y} f\left(\left(\alpha w_{1}+(1-\alpha) w_{2}\right)^{T} x y\right) \leq E_{x, y} \alpha f\left(w_{1}^{T} x y\right)+(1-\alpha) f\left(w_{2}^{T} x y\right)$ and $\lambda g\left(\alpha w_{1}+\right.$ $\left.(1-\alpha) w_{2}\right)<\lambda\left(\alpha g\left(w_{1}\right)+(1-\alpha) g\left(w_{2}\right)\right)$.

If $\{z: g(z) \leq r\}$ is compact for all $r>0$, then $\forall \hat{w} \in \Omega$, (1) is equivalent to minimizing $E_{x, y} f\left(w^{T} x y\right)+\lambda g(w)$ under the condition that $w \in\{z: g(z) \leq g(\hat{w})+f(\hat{w}) / \lambda\}$. Therefore a solution of (1) exists. Note that the set $\{z: g(z) \leq r\}$ is convex, and $E_{x, y} f\left(w^{T} x y\right)+\lambda g(w)$ is strictly convex, therefore the uniqueness of the solution follows from the standard results in convex programming (cf. [7], chap 6).

Under the assumptions of Lemma 4.1, for a fixed distribution of $(x, y)$, it follows that there is a unique solution $w(\lambda)$ that minimizes (1) for $\lambda>0$. We shall now discuss the stability of $w(\lambda)$ when (1) is only approximately minimized: assume $\epsilon>0$ and $w$ satisfies

$$
\begin{equation*}
E_{x, y} f\left(w^{T} x y\right)+\lambda g(w) \leq E_{x, y} f\left(w(\lambda)^{T} x y\right)+\lambda g(w(\lambda))+\epsilon . \tag{14}
\end{equation*}
$$

Since $g$ is strictly convex, we can define a distance function $d_{g}\left(w, w^{\prime}\right)$ (also called Bregman function [4]) as $d_{g}\left(w, w^{\prime}\right)=g\left(w^{\prime}\right)-g(w)-\left(w^{\prime}-w\right)^{T} \nabla g(w)$. It has the property that $d_{g}\left(w, w^{\prime}\right) \geq 0$
and $d_{g}\left(w, w^{\prime}\right)=0$ if and only if $w=w^{\prime}$.
Since $w(\lambda)$ is the optimal solution of the convex programming problem (1), therefore the first order condition holds:

$$
E_{x, y} f^{\prime}\left(w(\lambda)^{T} x y\right) x y+\lambda \nabla g(w(\lambda))=0 .
$$

Combine this equality with (14), we obtain

$$
\left[E_{x, y} f\left(w^{T} x y\right)-E_{x, y} f\left(w(\lambda)^{T} x y\right)-(w-w(\lambda))^{T} f^{\prime}\left(w(\lambda)^{T} x y\right) x y\right]+\lambda d_{g}(w(\lambda), w) \leq \epsilon .
$$

Since $f$ is convex, the Bregman function of $E f$ is non-negative, thus we get the following bound:
Theorem 4.1 Under the assumption of (14), we have

$$
d_{g}(w(\lambda), w) \leq \epsilon / \lambda .
$$

In general, one can obtain a lower bound of $d_{g}$ by Taylor expansion:
Example 4.1 Consider the regularization function $g(w)=\|w\|_{2}^{2}$,

$$
\nabla^{2} g(w)=2\|w-w(\lambda)\|_{2}^{2}
$$

we obtain $\|w-w(\lambda)\|_{2} \leq \sqrt{\epsilon / 2 \lambda}$.
Consider the regularization function $g(w)=\|w\|_{q}^{q}$ with $q \geq 2$. The following inequality holds for any real number $x>0$ and $\Delta$ :

$$
|\Delta / 2|^{q} \leq|x+\Delta|^{q}-x^{q}-q x^{q-1} \Delta .
$$

Therefore we obtain $\|w-w(\lambda)\|_{q} \leq 2(\epsilon / \lambda)^{1 / q}$.
If a lower bound of $d_{g}$ can be obtained locally (for example, by local approximation from Taylor expansion), then a perturbation bound of the solution can still be obtained:

Corollary 4.1 Assume that there exists a continuous function $l_{g}$ such that $l_{g}\left(w_{1}, w_{2}\right) \leq \eta$ implies $l_{g}\left(w_{1}, w_{2}\right) \leq d_{g}\left(w_{1}, w_{2}\right)$, then if $\epsilon<\lambda \eta$, we have

$$
l_{g}(w(\lambda), w) \leq d_{g}(w(\lambda), w) \leq \epsilon / \lambda .
$$

Proof. Assume the claim is not true, then by the convexity of $g$, there exists a $w$ such that $l_{g}(w(\lambda), w)=\eta$ and $d_{g}(w(\lambda), w) \leq \epsilon$. It follows from the assumptions that

$$
l_{g}(w(\lambda), w) \leq d_{g}(w(\lambda), w) \leq \epsilon / \lambda<\eta,
$$

which is a contradiction to $l_{g}(w(\lambda), w)=\eta$.
Our analysis points out that the approximation required to achieve the same parameter estimation accuracy needs to be decreased linearly with respect to $\lambda$. This is consistent with the limiting optimization problem of Theorem 4.2 as $\lambda \rightarrow 0$ since a perturbation of $\epsilon$ to the limiting objective function in the feasible set contributes $\lambda \epsilon$ to (1).

### 4.2 Properties of the solution curve

We are interested in the behavior of $w(\lambda)$ as $\lambda \rightarrow 0$.
Theorem 4.2 Under the assumptions of Lemma 4.1, consider the solution curve $w(\lambda)$ of (1).

1. if $0<\lambda_{1}<\lambda_{2}$, then

$$
E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)+\lambda_{1} g\left(w\left(\lambda_{1}\right)\right) \leq E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)+\lambda_{2} g\left(w\left(\lambda_{2}\right)\right) ;
$$

2. if $0<\lambda_{1}<\lambda_{2}$, then

$$
\begin{aligned}
E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right) & \leq E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right) \\
g\left(w\left(\lambda_{1}\right)\right) & \geq g\left(w\left(\lambda_{2}\right)\right)
\end{aligned}
$$

3. if $D=\left\{w: E_{x, y} f\left(w^{T} x y\right)=\inf _{w} E_{x, y} f\left(w^{T} x y\right)\right\}$ is nonempty, then as $\lambda \rightarrow 0$, $w(\lambda)$ converges to the unique solution of the following problem: $\inf _{w \in D} g(w)$;
4. if $D=\left\{w: E_{x, y} f\left(w^{T} x y\right)=\inf _{w} E_{x, y} f\left(w^{T} x y\right)\right\}$ is empty, then

$$
\lim _{\lambda \rightarrow 0} w(\lambda)=\infty .
$$

Proof. Note that by definition, $E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)+\lambda_{1} g\left(w\left(\lambda_{1}\right)\right) \leq E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)+\lambda_{1} g\left(w\left(\lambda_{2}\right)\right)$, therefore 1. is established.
2.: Note that

$$
\begin{align*}
& E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)+\lambda_{1} g\left(w\left(\lambda_{1}\right)\right) \leq E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)+\lambda_{1} g\left(w\left(\lambda_{2}\right)\right),  \tag{15}\\
& E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)+\lambda_{2} g\left(w\left(\lambda_{2}\right)\right) \leq E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)+\lambda_{2} g\left(w\left(\lambda_{1}\right)\right) . \tag{16}
\end{align*}
$$

We multiply the first of the above two inequalities by $\lambda_{2} / \lambda_{1}$, and add the resulting inequality to the second inequality:

$$
\frac{\lambda_{2}}{\lambda_{1}} E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)+E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right) \leq \frac{\lambda_{2}}{\lambda_{1}} E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)+E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right) .
$$

That is,

$$
\left(\frac{\lambda_{2}}{\lambda_{1}}-1\right)\left(E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right)-E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)\right) \leq 0,
$$

which implies that $E_{x, y} f\left(w\left(\lambda_{1}\right)^{T} x y\right) \leq E_{x, y} f\left(w\left(\lambda_{2}\right)^{T} x y\right)$. To prove the second part of 2, we add (15) and (16) to obtain:

$$
\lambda_{1} g\left(w\left(\lambda_{1}\right)\right)+\lambda_{2} g\left(w\left(\lambda_{2}\right)\right) \leq \lambda_{1} g\left(w\left(\lambda_{2}\right)\right)+\lambda_{2} g\left(w\left(\lambda_{1}\right)\right),
$$

which implies that $\left(\lambda_{1}-\lambda_{2}\right)\left(g\left(w\left(\lambda_{1}\right)\right)-g\left(w\left(\lambda_{2}\right)\right)\right) \leq 0$. That is $g\left(w\left(\lambda_{1}\right)\right) \geq g\left(w\left(\lambda_{2}\right)\right)$.
3.: Since $g(w)$ is strictly convex and it is easy to verify that $D$ is a convex set, thus by the same argument used in Lemma 4.1, there is a unique solution of the problem $\inf _{w \in D} g(w)$ as long as $D$ is nonempty. Let $\tilde{w}$ be the solution, then

$$
E_{x, y} f\left(w(\lambda)^{T} x y\right)+\lambda g(w(\lambda)) \leq E_{x, y} f\left(\tilde{w}^{T} x y\right)+\lambda g(\tilde{w}) .
$$

Since $E_{x, y} f\left(\tilde{w}^{T} x y\right) \leq E_{x, y} f\left(w(\lambda)^{T} x y\right)$, we obtain $g(w(\lambda)) \leq g(\tilde{w})$. Therefore Let $D_{\lambda}=\{w:$ $\left.E_{x, y} f\left(w^{T} x y\right) \leq E_{x, y} f\left(\tilde{w}^{T} x y\right)+\lambda g(\tilde{w})\right\}$ and $\tilde{D}=\{z: g(z) \leq g(\tilde{w})\}$, then $w(\lambda) \in D_{\lambda} \cap \tilde{D}$. Note that $D_{\lambda} \cap \tilde{D}$ is a compact convex set, and for $\lambda_{1} \leq \lambda_{2}, D_{\lambda_{1}} \subset D_{\lambda_{2}}$, therefore if the claim is not true, then there exists a subsequence of positive $\lambda_{1}>\lambda_{2}>\cdots$ such that $\lim _{i} \lambda_{i}=0$ and $\hat{w}=\lim _{i} w\left(\lambda_{i}\right) \neq \tilde{w}$. However, note that $\hat{w} \in \cap_{\lambda>0} D_{\lambda}=D$, and $g(\hat{w})=\lim _{i} g\left(w\left(\lambda_{i}\right)\right) \leq \lim _{i} g(\tilde{w})=g(\tilde{w})$, thus by definition, $\hat{w}=\tilde{w}$, which is a contradiction.
4.: Assume that there is a sequence of positive values $\lambda_{1}>\lambda_{2}>\cdots$ such that $\lim _{i} \lambda_{i}=0$ and $w\left(\lambda_{i}\right)$ is bounded, then there is a convergent subsequence of $w\left(\lambda_{i}\right)$. We can assume the subsequence to be the whole sequence $\lambda_{i}$. Let $\hat{w}=\lim _{i} w\left(\lambda_{i}\right)$, then by the arguments used in 3.: $\hat{w} \in \cap_{\lambda>0} D_{\lambda}=D$. This implies that $D$ is not empty, which is a contradiction.

If $(x, y)$ is linearly separable and we pick $f$ such that $f(z)>0$ when $z<1$ and $f(z)=0$ when $z \geq 1$, then from the above theorem, the limit of $w(\lambda)$ as $\lambda \rightarrow 0$ is the solution of the following problem:

$$
\inf g(w), \quad \text { s.t. } P\left(w^{T} x y \geq 1\right)=1,
$$

which gives the optimal margin classifier when we pick $g(w)=w^{2}$. Clearly, the choice of $g(w)=w^{2}$ is good when the 2 -norm of $x$ is well bounded. If the $\infty$-norm of $x$ is bounded, and if we only consider $w$ so that each components is positive and $\|w\|_{1}=\sum_{i} w_{i}=1$, then it is standard to pick a choice $g(w)=-\sum_{i} w_{i} \log w_{i}$.

To demonstrate that $D=\left\{w: E_{x, y} f\left(w^{T} x y\right)=\inf _{w} E_{x, y} f\left(w^{T} x y\right)\right\}$ may be empty, we consider the case of exponential function $f(z)=\exp (-z)$, and assume that $(x, y)$ is linearly separable by $\tilde{w}$ : $P\left(\tilde{w}^{T} x y>0\right)=1$. In this case, let $\alpha \rightarrow+\infty$, then $E_{x, y} f\left(\alpha \tilde{w}^{T} x y\right) \rightarrow 0$, but there does not exist $w$ such that $E_{x, y} f\left(w^{T} x y\right)=0$. Similar phenomenon can still happen even when $(x, y)$ is not linearly separable. If $f(z)=0$ for some $z>0$, then $D$ is always non-empty when $(x, y)$ is drawn from a finite sample. If $(x, y)$ is drawn from an arbitrary infinite sample, $D$ can be empty.

In the following, we shall assume that $f$ and $g$ are sufficiently smooth functions and it is valid to change the order of taking derivative and expectation $E_{x, y}$ (this will be true by simply assuming $x$ is bounded and $f$ sufficiently smooth).

Theorem 4.2 implies that the curve $w(\lambda)$ has interesting properties around $\lambda=0$. In particular, if $(x, y)$ is linearly separable, and $f$ is appropriately chosen, then $w(\lambda)$ converges to the optimal separating hyperplane in the $g(\cdot)$ criterion. It is useful to study more carefully the behavior of $w(\lambda)$ around $\lambda=0$. Such study resembles the trajectory analysis in nonlinear programming using interior point/penalty function approaches ( $c f$. [7]).

The optimal solution $w(\lambda)$ (denoted as $w$ for simplicity) is the unique solution of the first order condition:

$$
\begin{equation*}
E_{x, y} f^{\prime}\left(w^{T} x y\right) x y+\lambda \nabla g(w)=0 . \tag{17}
\end{equation*}
$$

We differentiate with respect to $\lambda$ and $w$ in (17), and obtain

$$
E_{x, y} f^{\prime \prime}\left(w^{T} x y\right) x x^{T} d w+\lambda \nabla^{2} g(w) d w+\nabla g(w) d \lambda=0
$$

where $\nabla^{2} g(w)$ indicates the Hessian matrix of $g(w)$ with respect to $w$. It follows that $w(\lambda)$ satisfies the following differential equation:

$$
\begin{equation*}
\frac{d w}{d \lambda}=-\left(E_{x, y} f^{\prime \prime}\left(w^{T} x y\right) x x^{T}+\lambda \nabla^{2} g(w)\right)^{-1} \nabla g(w) . \tag{18}
\end{equation*}
$$

Let $\tilde{w}=w(0)$. If $E_{x, y} f^{\prime \prime}\left(\tilde{w}^{T} x y\right) x x^{T}$ is full rank, then the system is well-behaved at 0 . However, in case $E_{x, y} f^{\prime \prime}\left(\tilde{w}^{T} x y\right) x x^{T}$ is not full rank (which will happen for example, when $(x, y)$ is linearly separable and $f(z)=0$ for some $z>0$ or the problem dimension is larger than the sample size), then more careful analysis has to be carried out. Note that if $\nabla g(\tilde{w})=0$, then $\tilde{w}$ achieves both the minimum of $g(\tilde{w})$ and the minimum of $E_{x, y} f\left(w^{T} x y\right)$, therefore $w(\lambda)=\tilde{w}$ for all $\lambda>0$. We shall now assume that $\nabla g(\tilde{w}) \neq 0$.

We assume that for a norm $\|\cdot\|$ of $w$, there exists a continuous function $G(\cdot)$ defined on the unit ball $B=\{\Delta w:\|\Delta w\|=1\}$, such that $\exists k>0$,

$$
\begin{equation*}
E_{x, y}\left[f^{\prime}\left((\tilde{w}+\alpha \Delta w)^{T} x y\right)-f^{\prime}\left(\tilde{w}^{T} x y\right)\right] x y=\alpha^{k} G(\Delta w)+o\left(\alpha^{k}\right) \tag{19}
\end{equation*}
$$

uniformly as $\alpha \rightarrow 0^{+}$when $\Delta w \in B$ (that is, the rate of $o\left(\alpha^{k}\right)$ is independent of $\Delta w$ ).
To give an example for (19), consider $f(z)=0$ when $z \geq 1$ and $f(z)=(1-z)^{k+1}$ when $z<1$. Also assume that the data distribution $(x, y)$ comes from a finite sample $\left(x_{i}, y_{i}\right)(i=1, \ldots, n)$ and is separable. Note that by Theorem 4.2, $\tilde{w}^{T} x_{i} y_{i} \geq 1$. Let $j=1, \ldots, \beta$ denote the indices such that $\tilde{w}^{T} x_{j} y_{j}=1$ and $\|\cdot\|$ is the 2 -norm, then for $j \leq \beta$,

$$
\begin{aligned}
& f^{\prime}\left((\tilde{w}+\alpha \Delta w)^{T} x_{j} y_{j}\right) \\
= & f^{\prime}\left(1-\alpha\left\|x_{j}\right\| \cos \left(\Delta w,-x_{j} y_{j}\right)\right) \\
= & (1+k) \alpha^{k}\left\|x_{j}\right\|^{k} \max \left(\cos \left(\Delta w,-x_{j} y_{j}\right), 0\right)^{k} .
\end{aligned}
$$

It follows that we can set

$$
G(\Delta w)=\frac{1+k}{n} \sum_{j=1}^{\beta}\left\|x_{j}\right\|^{k} \max \left(\cos \left(\Delta w,-x_{j} y_{j}\right), 0\right)^{k}
$$

We shall note that in the infinite sample case or as $n \rightarrow \infty$, the finite sample analysis is not very meaningful since $\alpha$ needs to be very small so that a sample such that $\tilde{w}^{T} x_{i} y_{i}=1+\epsilon$ for small $\epsilon$ does not hit the boundary $(\tilde{w}+\alpha \Delta w)^{T} x_{i} y_{i}=1$. However, (19) can still be valid if the distribution is "smooth".

Under the assumption of (19), we let $w(\lambda)=\tilde{w}+\alpha(\lambda) \Delta w(\lambda)$ where $\|\Delta w(\lambda)\|=1$. We approximate (17) using (19) and the Taylor expansion of $\lambda \nabla g(w)$ at $\tilde{w}$ to obtain:

$$
\alpha(\lambda)^{k} G(\Delta w(\lambda))+\lambda \nabla g(\tilde{w})+o\left(\lambda+\alpha(\lambda)^{k}\right)=0
$$

Therefore in general when $\nabla g(\tilde{w}) \neq 0$, we have $\lambda=O\left(\alpha(\lambda)^{k}\right)$. In the non-degenerate situation where $\underline{\lim }_{\lambda \rightarrow 0}\|G(\Delta w(\lambda))\| \neq 0$ :

$$
\nabla g(\tilde{w})=\lim _{\lambda \rightarrow 0}-\frac{\alpha(\lambda)^{k}}{\lambda} G(\Delta w(\lambda))
$$

and $\alpha(\lambda)=O\left(\lambda^{1 / k}\right)$. It follows that the more smooth $f$ is (as $k$ is large), the slower the convergence of $w(\lambda) \rightarrow \tilde{w}$ as $\lambda \rightarrow 0$ when $(x, y)$ is separable. As we have indicated before: if we take $f(z)=$ $\exp (-z)$ which is in $C_{\infty}$, then $\tilde{w}$ is infinity, which means that $w(\lambda)$ diverges.

Even though $w(\lambda)$ can converge slowly or be non-differentiable at $\lambda=0$, we show that $R^{\prime}(\lambda)=$ $E_{x, y} f\left(w(\lambda)^{T} x y\right)$ is always differentiable at $\lambda=0$. In fact, since

$$
E_{x, y} f\left(w(\lambda)^{T} x y\right)+\lambda g(w(\lambda)) \leq E_{x, y} f\left(\tilde{w}^{T} x y\right)+\lambda g(\tilde{w})
$$

therefore we always have

$$
E_{x, y} f\left(w(\lambda)^{T} x y\right)-E_{x, y} f\left(\tilde{w}^{T} x y\right) \leq \lambda[g(\tilde{w})-g(w(\lambda))]
$$

Since $\lim _{\lambda \rightarrow 0} g(w(\lambda))=g(\tilde{w})$, therefore

$$
R^{\prime}(\lambda)-R^{\prime}(0)=o(\lambda)
$$

which means that the derivative of $E_{x, y} f\left(w(\lambda)^{T} x y\right)$ at $\lambda=0$ is zero. We also obtain an inequality

$$
R^{\prime}(\lambda)-R^{\prime}(0) \leq \lambda g(\tilde{w})
$$

indicating that the convergence rate of $R^{\prime}(\lambda)$ depends on the magnitude of $\tilde{w}$.

### 4.3 Perturbation analysis

In the following analysis, we are interested in the behavior of the solution of (1) under a modification of the system. Such modification can arise from different sources, such as error caused by numerical procedures for solving (1), or violation of i.i.d. sample assumption, or violation of the assumption that training sample and test sample are drawn from the same distribution, or even mis-labels in the training set. We assume that the perturbation can either be a small change of coordinate $x \rightarrow x+\Delta x$, or a small percentage of wrong data including possible mis-labeling of $y$ or a large change of $\Delta x$. We can formulate the problem as follows:

$$
\begin{equation*}
w_{\Delta x, \sigma}(\lambda)=\inf _{w} E_{x, y, \Delta x, \sigma} f\left(w^{T}(x+\Delta x) \sigma y\right)+\lambda g(w) \tag{20}
\end{equation*}
$$

where $E_{\Delta x}\|\Delta x\|$ is small under certain norm of $x$ and $\sigma= \pm 1$ is a random sign parameter having a small probability to be -1 .

In the following, we study the solution behavior under the assumption that

$$
\begin{equation*}
\left|E_{x, y, \Delta x, \sigma} f\left(w^{T}(x+\Delta x) \sigma y\right)-E_{x, y} f\left(w^{T} x y\right)\right| \leq \epsilon \tag{21}
\end{equation*}
$$

when $d_{g}(w(\lambda), w) \leq \eta$, where $\epsilon<\eta / 2 \lambda$. Under this model of perturbation, outliers that may cause extremely damaging effect to the estimation are not considered. Since

$$
\begin{aligned}
& E_{x, y, \Delta x, \sigma} f\left(w_{\Delta x, \sigma}(\lambda)^{T}(x+\Delta x) \sigma y\right)+\lambda g\left(w_{\Delta x, \sigma}(\lambda)\right) \\
\leq & E_{x, y, \Delta x, \sigma} f\left(w(\lambda)^{T}(x+\Delta x) \sigma y\right)+\lambda g(w(\lambda))
\end{aligned}
$$

therefore if $d_{g}\left(w(\lambda), w_{\Delta x, \sigma}(\lambda)\right) \leq \eta$, then

$$
E_{x, y} f\left(w_{\Delta x, \sigma}(\lambda)^{T} x y\right)+\lambda g\left(w_{\Delta x, \sigma}(\lambda)\right) \leq E_{x, y} f\left(w(\lambda)^{T} x y\right)+\lambda g(w(\lambda))+2 \epsilon
$$

By Corollary 4.1, we obtain the following bound:
Theorem 4.3 Under the assumption of (21), we have

$$
d_{g}\left(w(\lambda), w_{\Delta x, \sigma}(\lambda)\right) \leq 2 \epsilon / \lambda
$$

This theorem implies that when $\lambda>0$, the solution $w(\lambda)$ is stable under a small perturbation. However, when $\lambda \rightarrow 0, w(\lambda)$ is more and more sensitive to perturbation. At $\lambda=0$, for many problems, a small perturbation of the data can cause a large modification of $\tilde{w}$.

For example, assume that $(x, y)$ is linearly separable and we choose a function $f$ such that $f(z)>0$ when $z<1$ and $f(z)=0$ when $z \geq 1$, then $P\left(\tilde{w}^{T} x y \geq 1\right)=1$. If we add a non-zero percentage of $\left(x^{\prime}, y^{\prime}\right)$ such that $\left\|x^{\prime}\right\|=\epsilon$ is small and $\tilde{w}^{T} x^{\prime} y^{\prime}>0$, then by the characterization in Theorem 4.2, the solution $\tilde{w}^{\prime}$ must satisfy the condition $\left\|\tilde{w}^{\prime}\right\| \geq 1 / \epsilon$ with norm of $w$ dual of that of $x^{\prime}$. Such modification has completely unpredictable effect since $\tilde{w}^{\prime}$ can approach $\infty$ under small perturbation even if $\tilde{w}$ is small.

Note that bounds from the PAC analysis in Section 2 depends heavily on $\left\|\tilde{w}^{\prime}\right\|$, therefore a
small perturbation of the data can cause a significant decrease of generalization performance. This analysis again demonstrate the importance of regularization which improves the numerical stability of the solution.

## 5 Discussions

In this paper, we have studied some theoretical aspects of using the regularization formulation (1) for classification problems. We show that with appropriate regularization condition, we can achieve the same dimensional independent generalization performance enjoyed by support vector machines.

In Section 2, the separation concept introduced in Theorem 2.2 suggests that the "margin" concept for linear classifiers can be extended naturally to general problems. The important feature of this theorem is its independent of the smoothness of the loss function itself. Note that in general, the covering numbers of the loss function depend on such smoothness characterized by the Lipschitz condition (see Theorem 2.9). Recently in [25, 39], McAllester and Zhang studied randomized algorithms that select posterior distributions inducing small average risks under certain regularization conditions. The dimensional independent covering number bounds provided in this paper explain naturally why these algorithms can give good generalization performance within the traditional PAC analysis framework. However, the techniques used in their papers are very different from techniques employed in this paper. In particular, their results are better than results we would obtain with a direct application of our covering number bounds to their problems.

Results provided in Section 3 illustrate that the PAC bounds are often asymptotically suboptimal. A desirable asymptotic behavior of a learning algorithm requires the numerical stability for solving the optimization problem (1). These numerical issues has been investigated in Section 4. We have also demonstrated that numerical stability issue becomes very important under a small perturbation of the system. Such stability requires a non-zero regularization parameter $\lambda$ and is closely related to techniques for solving ill-posed problems in traditional numerical mathematics.

Finally, a good PAC generalization bound can be obtained only when the data and the parameter are small. In case of nearly separable problems and small regularization parameter, this requires that the magnitude of data $\|x\|$ is clustered since if there exist some very small data, then the optimal solution would be large as explained at the end of Section 4.3, which leads to poor PAC bound. This implies that our theory can predict good performance only when the projection of $x$ onto $w^{T} x$ tends to be clustered around a positive point. Clearly, this is also the phenomenon we expect if we simply try to find $w$ by optimizing the degree of such clustering of $w^{T} x$ using the least square regression (where we pick $f(z)=(z-1)^{2}$ and $g(w)=w^{2}$ ).

On one hand, our theory can be used to predict good generalization performance of the least square algorithm which has been very successfully used in the literature; on the other hand, we seem to conclude from our theory that support-vector machine like regularization techniques will have good performance only when the least square regression also works well (without considering outliers). In particular, we shall not expect miracle results from support vector machine like algorithms when the simple least square method fails. A very important feature of the least square algorithm is that we can conceptually think it as being derived from the assumption that the
distribution of $x y$ is an isotropic Gaussian. Similarly, we can pose (1) as an assumption on the distribution of $x y$ (note we allow such distribution to be improper). Some aspects of this view point will be explored in [38].
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