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Abstract

Most of the text categorization algorithms in the literature represent documents as collections
of words. An alternative which has not been succiently explored is the use of word meanings, also
known as senses. In this paper, using several algorithms, we compare the categorization accuracy of
classi..ers based on words to that of classi..ers based on senses. The document collection on which
this comparison takes place is a subset of the annotated Brown Corpus semantic concordance. A
series of experiments indicates that the use of senses does not result in any signi..cant categorization
improvement.

Index Terms — Text categorization, word senses, Brown Corpus, naive Bayes, k- nearest
neighbour, FLNMAP with voting.

1 Introduction

The text categorization problem appears in a number of application domains including information
retrieval (IR) [23, 24, 25], data mining [22], and Web searching [14, 16]. A number of text categorization
algorithms have appeared in the literature [7, 8, 25, 37] — for an overview see [23, 26, 38, 39]. While
unsupervised text categorization has also attracted attention [37], most of the above algorithms address
the problem of supervised text categorization where a typical task has the following characteristics.

1. A set of document categories is given along with a training set of documents which are labeled,
i.e. the category to which each document belongs is known.

2. The documents are preprocessed to extract some document features.
3. A categorization algorithm is selected and its parameters are tuned using the training data set.

4. The trained algorithm is applied for the categorization of a test set of unlabeled documents, in
order to determine their corresponding categories.

It follows from the above description that text categorization is a typical pattern classi..cation
task such as the ones described in [11, 26]. From now on we will use the terms “text categorization”
and “text classi..cation” interchangeably. As with most pattern classi..cation tasks, the initial step of
data preprocessing is crucial for the quality of the ..nal results (see [11, 15, 26]). In the case of text
categorization, an essential aspect of preprocessing is the selection of appropriate document features
[3, 6,9, 17, 21, 38]. This is usually referred to as document representation.

While a large number of document representations have been proposed, most of them use the same
starting point, namely the words appearing in a document. In fact, a common choice is to represent a
document as a “bag of words” [26, 30], i.e. a document is represented by the set of words appearing in



it. Another commonly used and slightly richer representation takes account of the frequency with which
words appear in a speci..c document. Such representations ignore important aspects of a document, for
instance the order in which words appear in the document, the syntax etc. [2]. Richer representations
have also been proposed (see for instance [30] where hierarchies of trees are employed) but the emphasis
on words is usually retained.

In this paper we present experiments to compare document representations which utilize (a) words
and (b) word meanings. It is a characteristic of natural languages that the same word may assume
dicerent meanings in dicerent contexts. For example the word “base” may mean either a military
camp, or the place that a baseball runner must touch before scoring; the word “crane” may mean
either a bird or a machine that lifts and moves heavy objects; and so on. The following conjecture
appears reasonable: word meanings provide more information about the content of a document (and
the category to which it belongs) than words themselves.

The goal of this work is to test the above conjecture by carrying out text classi..cation experiments
on a document collection using: (a) word-based representations, and (b) sense-based representations.

In this endeavor we make use of existing lexicographic work. More speci..cally, an ongoing project
at Princeton University has produced Wordnet [28] a lexical database which provides an extensive list
of English words and their various meanings. Rather than the term “meaning”, the term used in the
Wordnet context is “sense”, which we will use from now on. A companion to the Wordnet database is
the annotated Brown Corpus. This is a collection of several hundred documents, where every document
is labeled as belonging to one of ..fteen categories and the words in each document are annotated with
the senses they assume in the speci..c context.

In this paper we present experiments on the classi..cation of Brown Corpus documents. WWe compare
the classi...cation eEciency of words to that of senses using several classi..cation algorithms. The results
thus obtained are useful in two ways: (&) in comparing the merit of words and senses as classi..cation
features and (b) in testing several classi..cation algorithms on the Brown Corpus. We only know of
one previous work which uses the Brown Corpus as a benchmark for classi..cation algorithms [20]. In
addition, preliminary versions of our work have appeared in [19, 34].

The remaining sections of this paper are organized as follows: in Section 2 we briety discuss some
dicculties associated with the use of senses as document features — this also leads to a discussion of
the Wordnet database and the Brown Corpus; in Section 3 we present the document representations
and in Section 4 the classi..cation algorithms we have used; in Section 5 we present our experimental
results; in Section 6 we discuss these results and provide some concluding remarks.

2 The Document Collection

We start with a brief discussion of the use of senses in text categorization. This leads to a description
of the Wordnet lexical database and the Brown Corpus semantic concordance. Finally, we introduce
the document collection which we have used in our text categorization experiments; this collection is a
subset of the Brown Corpus.

2.1 Words and Senses

Any implementation of sense-based text classi..cation must resolve the following di€culty: while words
are immediately observable within a document, meanings are hidden. For instance, when the word
“base” appears in a document it is not immediately obvious whether it assumes the military or the
baseball meaning. Therefore a procedure is needed for recovering the senses from the words used in a
speci..c context.



Wk repeat that the goal of this paper is to compare the merit (for document classi..cation purposes)
of words to that of senses as “document features”. We have sidestepped the aforementioned di¢ culties
by using existing lexicographic work, namely the Wordnet lexical database and the Brown Corpus
semantic concordance, a collection of sense-tagged documents which will be discussed presently. We
recognize that any practical sense-based classi...cation algorithm must also perform word disambiguation
[1, 12], i.e. determining the sense each word assumes in a particular context. Thisis a di¢cult problem
in its own right and it is not addressed at the present paper. However, from the point of view of this
paper, this is a side issue since we are here interested in a “direct” comparison of words and senses.

2.2 The Wordnet Lexical Database

Wordnet is an on-line lexical database which was developed at the Cognitive Science Laboratory at
Princeton University under the direction of G.A. Miller [28]. Wordnet is similar to an electronic
thesaurus and is organized around the distinction between words and senses. It contains a large
number of nouns, verbs, adjectives and adverbs of the English language, reaching a total of nearly
130,000 words. These words are organized into synonym sets (briefy synsets); each synset represents
(is equivalent to) the underlying lexical concept expressed by all the synonymic words; a word may
belong to more than one synset. Each synset is associated to a sense, i.e. a word meaning; Wordnet
contains a total of nearly 100,000 senses. An important feature of Wordnet is that synsets are linked
by lexical relations, but this will not concern us here. For our purposes it is enough to acknowledge the
distinction between words and senses and to note that Wordnet provides carefully worked out word-
and sense-vocabularies for the English language, as well as the membership of each word into a number
of senses.

2.3 The Brown Corpus Semantic Concordance

The Brown Corpus is a collection of 500 documents which are classi..ed into ..fteen categories (four-
teen of these are listed in Table 1; an additonal category “Religion” has not been used, as will be
explained presently); for an extended description of the Brown Corpus see [13]. The Brown Corpus
semantic concordance is distributed along with Wbrdnet. A semantic concordance is the combination
of a collection of documents and a thesaurus; the documents are combined in manner such that every
substantive word in each document is linked to its appropriate sense in the thesaurus. Thus a semantic
concordance can be viewed either as a document collection in which words have been tagged syntacti-
cally and semantically, or as a thesaurus in which example sentences can be found for many de..nitions.
The Brown Corpus semantic concordance makes use of 352 out of the 500 Brown Corpus documents.
Linguists involved in the Wordnet project manually performed semantic tagging, i.e. annotation of the
352 texts with WordNet senses. In 166 of these documents only verbs are annotated with tags which
indicate the Wordnet “id. number” of the respective verb and the sense with which it is used in this
particular instance. In the remaining 186 documents nouns, adjective and adverbs, as well as verbs are
similarly annotated.

2.4 The Text Categorization Data

The documents we have used in our text categorization experiments are a subset of the Brown Corpus.
In particular, we dropped the aforementioned 166 partially tagged documents and also the 4 documents
that belong to the religion category. This left 182 documents falling into 14 categories. Furthermore,
we have aggregated several categories into new ones. The goal of this preprocessing was to obtain a
reasonably large number of sense-tagged documents in each of the categories to be used. The ..nal



data set which we have used in our experiments consists of 182 documents divided into 7 categories
and is further described in Table 1.

Table 1 to appear here

3 Document Representations

In this work we have used four document representations. Two of these are word-based and the
remaining two are sense-based. We present in some detail the two word-based representations (the
sense-based representations are exactly analogous).We start with the following elements.

1. A collection of training documents x1, x2, ... , X)/.
2. A collection of K class identi..ers c1,co, ... , ck.
3. A set of labels ¢4, g2, ... , gpr such that ¢, is the class to which document x,, belongs (for

m=1,2,... M, qgm € {c1,c2, ...,cK }).
Each of the documents is a vector of words, i.e. form =1,2,..., M we have

Xm = [Tml Tm2 o Tmj o Tmdm)
wherem=1,2,...M and j =1,2, ..., J,,.
Note that J,, is the total number of words which appear in the m-th training document, whereas
xm; 1S the j-th word which appears in the m-th training document. Moreover note that z,,; takes
values in the vocabulary W which is de..ned as vector

W = [wl w2 ... Wnp ... wNw]v

where N,, is the total number of words which appear in all training documents.

We remark that, while the contents of the m-th document are stored in x,,, which is a vector
of variable length J,,,, the document representation is a vector of ..xed length ~N,,. We use two such
representations.

1. The ..rst representation is the Word Boolean (WB) document vector. The WB vector b, for the
m-th document is has the form

bm = [bmi bmz o bom o bmn,]
where (forn =1,2, ..., N,) we have b,,,, = 1 if w,, appears in x,, and 0 otherwise.
2. The second representation is the Word Frequency (WF) document vector
fn=[fm1 fm2 - fon - fmn,]
where (forn =1,2, ..., N,,) we have

fmn = number of times the n-th word (w,) appears in the m-th document.

The WB and WF vectors are the basic document representations in terms of words; two additional
document representations are also computed in exactly analogous manner, making use of senses rather
than words, i.e. the Sense Boolean (SB) document vector and the Sense Frequency (SF) document
vector. These make use of a sense vocabulary of the form

S = [51 82 ... Sp ... SNS]a

where N, is the total number of senses which appear in all training documents. All the remaining
details are exactly analogous to the case of word-based representations.
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4 Classi..cation Algorithms

4.1 Maximum A Posteriori (MAP) Classi...cation

Maximum A Posteriori classi..cation, or MAP classi..cation for short (also known as Naive Bayes
classi..cation [10, 26, 29]) is ecected by maximization over ¢y, ...,cx of the posterior probability

Pr(ck|xm) = Pr(ck|Tmi, Tm2, .., Tmd,.)- (D)

l.e. the document is classi..ed to the k-th category, where k= arg max KPr(ck|:rm1,xm2, ey T, )

The name “Naive Bayes” comes from the following assumption: it is assumed that the probability
of the j-th word (in the m-th document) only depends on the category, but not on the remaining words
of the document. This allows for an easy computation of Pr(cg|zmi,Zm2,...,ZmJ,, ) in terms of the
conditional probabilities Pr(wy, |cx) of the words given the category. Let us ..rst indicate how to obtain
estimates of Pr(wy|c,) and then we will present two alternative computations of (1).

By use of Bayes’ theorem we have

_ Pr(wn7 Ck) _ Pr(wn’ Ck)
Pr(wnlcy) = Pr(cg) SN Pr(wn, cr) ?

The following estimate is used (forn =1,2,..., N, and k = 1,2,..., K) to compute (2)
(a + 27]»\,{:1 fmnlmk)

N M :

n=1 (a + Zmzl fmn]-mk)

Here 1, = 1 if ¢, = cx and 0 otherwise; « is a tuning parameter of the algorithm: large values of «
result in a more uniform probability distribution. Let us also mention that Pr(c) can be estimated by

©)

f);(wn‘ck) =

M
—~ . ]-m
Pr(ck) = % 4
W present in the following two versions of the MAP algorithm for computing Pr(cg|zm1, m2, .., Tm.,, )
in terms of the P(wy|c;). We present the word-based variants; the sense-based ones are exactly anal-
0gous.

4.1.1 Batch Version

Given a new (unlabeled) document d, the MAP classi..er calculates (in terms of the P(wy,|c;) proba-
bilities) the probabilities P(c;|d) for k =1,2,..., K and categorizes d to the class ¢;, which maximizes
P(cg|d). Computation of Pr(cg|zmi, Tm2, ..., Tmy,, ) 1S done as follows.

PI‘({L’ml,l‘mQ, ...,ZL‘me|Ck) i PI‘(Ck)

Pr(ck\d) :Pr(Ck’$m1,CUm27...,mem) - PI‘(SL’ 1, Tm2 Tmd. ) -
MLy sy« LMy

Pr(Tmi, Tm2, -, T, [ck) - Prcy)

Zfil Pr(mi, m2, ..., Tmam|Ci) - Pr(c;)

_ __Pr(aple) - Pr(epsla) - .- Pr(epg,ler) - Pric) -
K Pr(@mi|ci) - Pr(@malci) - ... - Pr(@ma, |ci) - Pr(ci)
Now, since for j =1,2, ..., J,, we have z,,; € W, it follows that eq(5) can be computed in terms of the
f’?(wn|ck) estimates (for k = 1,2,..., K and n = 1,2,..., N,,) given by eq(3) and the f’?(ck) estimates
(for £ = 1,2,..., K) given by eq(4). Hence the batch version of the MAP classi..cation algorithm has
one tuning parameters: a.




4.1.2 Recursive Version of the MAP algorithm

We also present a recursive formula for the computation of Pr(ck|d) = Pr(ck|Tm1, Tm2, -, TmJ,n ). ThiS
is related to a time series classi..cation algorithm we have presented in [35, 36].
De.ning for m=1,2,... M ,k=1,2,.., Kandj=1,2,..., J,

pS"”“ = Pr(ck), pT’k = Pr(ck|Tm1, Tm2, . Tmj)- (6)

In other words p;.”’k is the probability that the m-th document belongs to the k-th category having

seen up to the j-th word. We now give a recursive relation which computes p;.”’l,p;.”’z, ...,p’f"K from

m,l m,2 m,K

Pj_1:P; 1, p;_1 - In this manner one can compute the category to which m-th document is most
likely to belong, having read up to the j-th word of this document. We start with Bayes’ rule expressed
as follows:

_ Pr(ck,mjlTm1, Tm2, oy Tmg—1)

P ) = =
r(Ck|Tm1, Tm2, oy Tmyj) [ e ——

Pl"(Ck,Cij |xm17 Tm2y - xmvjfl)

N Zfil Pr(ci,@mjl@m1, Tm2, oy Tm,j—1)

 Pr(mnlemt, ame, o Tmgg—1, k) - Pr(ce|Tmt, Tme, ., Tmj1)

N Zfil Pr(zmj|zm1, ¥m2, s Tmj—1, &) - Pr(ci|zmi, Tma, ...,xm,j_l)'

Using the de...nition of p}”’k and the Naive Bayes assumption it follows

Py Pr(mgcr,)
S Py Pr(amgle;)

The above computation can be performed in terms of the estimates f’\r(ck) (given by eq.(4)) and
Pr(wy|ck) (given by eq.(3)). In practice the computation of (7) is modi..ed in the following manner.
A threshold parameter h is speci..ed by the user and in every iteration it is checked whether p;.mk,

k=12, ..Kisless than h; if it is then p;-”’k is set equal to h as explained in [35, 36]. Hence the
recursive version of the MAP classi..cation algorithm has two tuning parameters: « and h.

™

PP = Pr(efvm, Bng, s Ting) =

4.2 Maximum Likelihood (ML) Classi..cation

In this algorithm, classi..cation is eaected by maximizing the Likelihood function Pr(x,|ck) = Pr(zm1,
Tm2y s T, |Ck) OVEr c1,..., cx. This is somewhat simpler then maximizing the MAP function. We
present the word-based variant of the algorithm; the sense-based variant is exactly analogous. Contin-
uing with the notation of the previous section,

T
Pr(xm|ck) = Pr(@m1, &m2, -, T k) = [ [ Pr(zmglex). (8
j=1

ML classi..cation can be applied in exactly analogous manner to MAP classi..cation, where a factor
Pr(xz,,j|cy) ineq.(8) for the j-th word in the m-th document is replaced by the estimate Pr(w,, |c;) (given

by eq.(3)) for the probability of the corresponding word of the vocabulary W = [w;  wy ... w, .. wp,].

As previously, « is a tuning parameter of the algorithm.



4.3 Two K-Nearest Neighbor (KNN) Variants

We now present a classi..cation algorithm inspired by the well known K-Nearest Neighbor (KNN)
algorithm [26, 27, 29, 40]. As usual we present the word-based version of the algorithm; the sense-
based version is exactly analogous. We present two variants of this algorithm; both can operate on
either Boolean or relative frequency vectors.

4.3.1 K-Nearest Neighbor (KNN) Variant no.1

The algorithm can operate on either Boolean or Frequency vectors; in case Frequency vectors f,, are
used then the ..rst step is to compute from the f,,,’s the relative frequency vectors r,,. These are de..ned
as follows (for m=1,2,...., M and n=1,2,..., Ny)

po o dmn
mn — N, .
anl fmn
We present the algorithm in terms of the Boolean vectors b,,; the case of the r,, vectors is exactly
analogous. The training set consists of document vectors by, bs, ... , bys. Each of these vectors is
stored in memory, along with the corresponding labels ¢1, ¢, ... , qu.

Now consider an incoming, unlabeled document with WB vector b. For m = 1,2, ..., M compute
the quantities

b, — b|?
P = b, T 1o ©
(where [|-]| is Euclidean norm) and for £ = 1,2, ..., K compute the quantities
M 1 P
Cj = mz_:l (D—m) Lok (10)

where P is a tuning parameter and 1,,, has been de..ned in section 4.1. Finally, assign the incoming
document to the k-th category, where

k = arg k:%?{.,KCk' (11)
The rationale of the algorithm is rather obvious: For m = 1,2,..., M, the m-th training document
“votes” for the unlabeled document to be assigned to category ¢, (i.e. to the the category of the
m-th training document); however the votes are weighted in a manner inversely proportional to the
distance of the voters from the unlabeled document (notice also the scaling in eq.(9)). The weighted

votes are tallied in the Cj variables and the unlabeled document is ..nally assigned to the category
with maximum Cj.

4.3.2 K-Nearest Neighbor (KNN) Variant no.2

This variant is identical to the one of Section 4.3.1, except that the D,,’s are de..ned as follows

[[brm — b|
Dy = ———— (12)
[[brml| +[[b]]
for the case of WB vectors and analogously for the cases of WF, SB, and SF vectors. EQs.(10, 11)
remain the same.



4.4 o-FLNMAP with Voting

The o-FLNMAP (FLN stands for Fuzzy Lattice Neurocomputing) has been introduced in [32] as a neural
algorithm for classi..cation by supervised clustering. In other words, the ..rst step of classi..cation is
to cluster the training data into homageneous clusters, i.e. the goal is that every datum in a cluster
belongs to the same category. In the second step, the testing data are classi..ed to the category of the
cluster in which they are maximally included (as explained in the sequel).

The o-FLNMAP is based on the synergetic combination of two o-FLN neural modules for clus-
tering [18]. As explained in [31], an FLN model applies to any domain which can be expressed as a
(mathematical) lattice [4]. For instance, in [33] an FLN model for clustering is applied in a lattice of
graphs obtained from a Thesaurus of synonyms in order to compute clusters of semantically related
words. In this paper the o-FLNMAP is applied to the N-dimensional (lattice) unit hypercube.

The input to the o-FLNMAP can be either Boolean vectors by,bo,...,b;s or normalized versions

g1,82,....g) Of the frequency vectors fi, f5,...,f,. In the latter case, for m = 1, ..., M we have g,, =
[ 9m1 9m2 -+ 9mj --- 9mn, |, Where g, = —ma%if— Furthermore, the vectors may be either
1M

word- or sense-derived.

Both the clustering and classi..cation phases make use of the concept of fuzzy inclusion. The
clusters computed by o-FLNMAP are hyperboxes contained in the unit N,,-dimensional hypercube; a
hyperbox is speci..ed by the coordinates of its diagonally located bottom and top corners. In other
words a hyperbox is speci..ed by a pair of (coordinate) vectors: A = (g, h). Hence, the data points
correspond to “trivial” hyperboxes, where the bottom and top corner coincide: (g,g). A positive
valuation function v(-) corresponds to every box A a real number v(A), which can be related to the
size of A. The degree of fuzzy inclusion of box A in box B is speci..ed in terms of the inclusion measure

function o(A [1 B) = % where AV B is the smallest box which contains both 4 and B 1. Given a

w

hyperbox A = (g,h) = ([g1, ...,9n, ], [P1, .-, AN, ]), we compute v(A) = > [0(g:) + hi] where 6: R — R
1

i=
is a function such that z [1 x2 = 6(x1) > 6(x2); note that in this work the function 6(z) = 1 — x has
been used. As detailed in [18], v(.) de..nes a positive valuation function and consequently it de..nes an
inclusion measure in the lattice of hyperboxes contained in the unit hypercube.

Having speci..ed an inclusion measure, it is straightforward to implement both the clustering and
classi..cation algorithm. The terms “set (a box)” or *“reset (abox)” in the following algorithm mean that
a box Bj is “awailable” or “unavailable”, respectively, for accommodating an input datum/document
g, Where the accommodation of g,,, in B is de..ned by equation B; = B;Vg,, as detailed underneath.

1 The clustering phase is performed as follows?.

L:=1
By, = g, (the ..rst input document for training is memorized)
Form=1,...M

“set” all memorized-boxes B;, i =1,..., L

Fori=1,..,L
calculate o(g, 0 B;)
Endfor

While (there exist “set” memorized-boxes B;, i = 1,...,L)

LAll of the above concepts originate from “fuzzy lattice theory” where they have been expressed in more general form
in [31].
2In this algorithm, p is the user-de..ned vigilance parameter with p € [0,1].



By :=the box with maz{o(gm [ B;),i =1, ..., L} among the “set” memorized-boxes
If (o(Bygm)>p)then
Bj; = BjV g, (accommodate g,, in Bj)
Exit the while loop
Else
“reset” B
Endif
Endwhile
If (all memorized-boxes B;, i = 1, ..., L have been *“reset”) then
L=L+1
By, := g, (memorize input document g,,,)
Endif
Endfor

2 Intheclassi..cation phase, a collection of boxes (produced during clustering) is available: By, ..., Bg.
An incoming datum (document) g, is classi..ed to the class of the box B; which maximizes in-
clusion:

r=arg max o(gll B,)

r=1,2,...,.R

It is known [32] that the boxes learned during “training” by the o-FLNMAP depend on the order
of data presentation. The “o-FLNMAP with voting” emerges as a scheme which trains an ensemble of
o-FLNMAP modules on dizerent permutations of the training data set and then it classi..es unlabeled
documents according to the “majority vote” of the ensemble. For certain values of the vigilance
parameter p and the the number ny of voters, the classi..cation accuracy of the ensemble is better
as well as more stable than the classi..cation accuracy of an individual c-FLNMAP module in the
ensemble. This idea is related to bagging and boosting [5]. The parameters of the “o-FLNMAP with
Voting” algorithm are 1) the vigilance parameter p, and 2) the number n;, of voters in the ensemble.

5 Experimental Results

In this section we present the results of our classi..cation experiments. First we explain the details of
the following aspects of our experiments: the split of the documents into training and testing data, the
document representations used, the classi..cation algorithms used, the choice of algorithm parameters.
Then we present the actual classi..cation results.

5.1 Training and Testing Data

As has been explained in Section 2.4, our initial data set consists of 182 documents from the annotated
Brown Corpus collection. Some of these documents (training data set) have been used for training the
algorithms of Section 4 and the remaining documents (testing data set) have been used for evaluating
the performance of the algorithms. We have used a two-thirds / one-third split of the 182 documents.
l.e. we have a random split the 182 documents into a training set of 123 documents and a testing set
of 59 documents. Ten random splits have been employed, resulting into 10 dizerent train/test data
sets. We refer to these data sets as sety, set;, ... , setg. While the splits have been random, we have
taken care that in every case each of the 7 categories is represented by a ..xed number of documents in
the train and test sets. The distribution of documents from each category in the train and test sets is
listed in Table 2.



Table 2 to appear here

For each of the 10 data sets we have repeated a suite of classi..cation experiments, as will be
described below.

5.2 Document Representation

The ..rst step in each suite of classi..cation experiments is to construct a word and a sense vocabulary.
This is a necessary step in constructing the document representation which will be described subse-
quently. The word vocabulary was created using only the knowledge available in the training data
set. This means that documents in the test data set may incude words which will not be part of the
vocabulary; it also implies that the vocabulary size may vary from one data set to the next. The same
remarks hold for the sense vocabulary as well. In Table 3 we list the word and sense vocabulary sizes
for each of the ten data sets.

Table 3 to appear here

Having constructed the word vocabulary, we proceed to obtain document representations for the
182 documents. This process is repeated for the 10 data sets. For each of the data sets we compute
the corresponding WB, WF, SB and SF vectors.

5.3 Classi..cation Algorithms

Starting from 10 dicerent data sets (training and testing) we have produced for each such set 4 dicerent
document representations: Word Boolean (WB), Word Frequency (WF), Sense Boolean (SB), and Sense
Frequency (SF). We now proceed to list the various classi..cation algorithms described in Section 4,
the tuning parameters of each algorithm and the document representations to which each of these
algorithms apply. This information is summarized in Table 4.

Table 4 to appear here

It can be observed in Table 4 that each of the above algorithms has one or more parameters which
infuence classi..cation performance. These parameters are collected in a parameter vector symbolized
by 7. For each of the above algorithms (and for each of the data sets) we perform the classi..cation
experiment several times (using various parameter vector values w1, 72, ... , mz) and record the
classi..cation accuracy corrsponding for each parameter value.

5.4 Classi..cation Results

Let us now explain the format in which the classi..cation results are presented. The reader will recall
that the basic classi..cation experiment is repeated a large number of times:

1. using each of the 4 document representations;
2. for each document representation, using the 6 dicerent algorithms;

3. for each document representation and each algorithm, using the dicerent values of the parameter
vector
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4. for each document representation, algorithm and parameter value, using the ten dicerent data
sets.

Wk iterate that our goal has not been to evaluate classi..cation algorithms, but to compare the
classi..cation merit of words and senses under various conditions. In the term “conditions” are included
the various classi..cation algorithms as well as the parameter values used by these algorithms.

These considerations bear upon the manner in which we present our results, which are summarized
in Tables 5 — 10. Each table corresponds to a particular classi..cation algorithm and each column
in a table corresponds to a particular document representation. Furthermore, in each column are
presented several classi..cation accuracy scores: minimum, .xed parameter, maximum, average, and,
occasionally, validated. Let us now explain the meaning of each of these scores.

Consider for the time being the algorithm and document representation to be .xed. Now, for a
..Xed value of the parameter vector, call it m;, a classi..cation experiment is repeated ten times, once
for each data set. Hence for the [-th parameter value and the i-th data set we obtain a classi..cation
accuracy c;; de..ned as follows

no. of correctly classi..ed documents in the i-th test set
total no. of documents in the i-th test set

i =
We now obtain the following classi..cation scores by averaging over data sets.

1. The dataset-averaged performance obtained by the best parameter value:

1 Qo
Cmax = 75 ;l_llgaxL Cli-
2. The dataset-averaged performance obtained by the worst parameter value:
1 Qo
T Zz:?,nz,l..l.,LC“'
=1
3. The dataset-averaged performance averaged over parameter values:
cae =10 -

10
1 Z ZLzz] G,
=1

4. The dataset-averaged performance obtained by using a prede..ned parameter value 7, , which we
know by experience to yield good performance:

1 10
C x = 1_0 . EChi
1=

5. The dataset-averaged performance obtained by using a validated parameter value 7;, (using a
subset of the training set as validation data set):

1 10
Cval = 0 chm'
=1

11



These scores give arelatively broad assesment of the merit of words and senses as document features.
The classi..cation results appear in Tables 5-10. The classi..cation results of the maximum a posteriori
(MAP) algorithm are shown in Tables 5 and 6 using, respectively, the batch version and the recursive
version of the MAP algorithm. Table 7 shows the results of the maximum likelihood (ML) algorithm.
The results of the K-Nearest Neighbor (KNN), in particular its variants no.1 and no.2 are shown,
respectively, in Tables 8 and 9. Finally Table 10 displays the classi..cation accuracy results using the
“o-FLNMAP with Voting™ algorithm.

Table 5 to appear here

Table 6 to appear here

Table 7 to appear here

Table 8 to appear here

Table 9 to appear here

Table 10 to appear here

Let us comment on the tables. Each row of the tables corresponds to a dicerent aspect of the
word- and sense-based classi..er performance. The picture that emerges from all such aspects is more
or less the same: while in most (but not all) cases senses yield higher classi..cation accuracy than
words, the dizerence is rather marginal (in the range of 0.50% to 2.00%); furthermore in some cases
words outperform senses. By looking at c.e results, it can be seen that senses always yielded better
classi..cation results; but only in 1 out of 9 cases was the c,,e diverence between words and senses
higher than 2.00%. Similarly, looking at c;; (which is perhaps the most representative aspect of the
classi..er’s performance) it can be seen that in 2 out of 9 cases words performed better than senses, in
5 out of 9 cases senses performed better but the dicerence was less than 2.00% and only in one case
was the dicerence between cy;, of senses and c;,, of words higher than 2.00% (namely 2.50%). Finally,
the overall best result of word-based classi..cation is 79.49% and the corresponding result for senses is
80.16%, a mere 0.67% dicerence.

In addition to the above tables, we also present some of our results in Figures 1 through 8. In each
of these ..gures we list the average classi..cation accuracy of an algorithm as a function of parameter
value, i.e. we plot ¢ ==k - >"1% ¢ versus. I In Figures 1, 3, 4, 5 (corresponding to batch MAP,
ML, KNN variant 1, and KNN variant 2), the parameter vector ; is one-dimensional, hence the plots
are two-dimensional. Figure 2 corresponds to the recursive version of MAP classi..cation, which uses
two parameters: « and h. In this case we have also given a two dimensional plot, because we have
found that that ~ does not infuence classi..cation accuracy very much; hence we keep a ..xed value
h = 1071° and essentially plot ¢; versus. « values. Figures 6-9 refer to “o-FLNMAP with Voting”
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experiments. Recall that the “o-FLNMAP with voting” algorithm is characterized by two parameters:
p and ny. Figure 6 is a plot of ¢; versus. ny values, for a ..xed value p = 0.94; Figure 7 is a plot
of ¢ versus. p values, for a ..xed ny value ny = 13; Figure 8 is a three-dimensional plot of ¢; as a
function of two variables: p and ny.. Fig.9 shows the eaect of employing several o-FLNMAP “voters”.
In particular, an improvement in classi..cation performance results, moreover the substantial bene..t of
using several voters is that classi..cation accuracy is more stable than that of an individual c-FLNMAP
voter’s performance which might fuctuate considerably as illustrated in Fig.9. Moreover Fig.9 shows
that for selected values of the vigilance parameter p, the classi..cation performance of the “o-FLNMAP
with Voting” might be quite higher than the classi..cation performance of its constituent- individual-
o-FLNMAP modules.

Figure 1 to appear here

Figure 2 to appear here

Figure 3 to appear here

Figure 4 to appear here

Figure 5 to appear here

Figure 6 to appear here

Figure 7 to appear here

Figure 8 to appear here

Figure 9 to appear here

Figures 1 - 9 con..rm the marginal improvement in classi..cation accuracy obtained by the use of
senses. It can be seen that for every algorithm, the curve corresponding to the sense-based version and
to the word-based version are very similar, with the sense-based curve consistently rising slightly above
the word-based one.
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6 Discussion and Conclusion

We have compared the relative merit of word- and sense-features for purposes of text classi..cation
using the Brown Corpus semantic concordance as benchmark. This comparison has been ecected by
experimenting with all combinations of: 1) four document representations, 2) six dicerent classi..cation
algorithms, 3) various values of the parameters of each algorithm, and 4) ten dicerent data sets. The
experimental results have been presented in the form of both tables and diagrams. Our experiments
have demonstrated that although in some cases the words result in a slightly better classi..cation
than senses, in general there exists a marginal advantage of the senses over the words with respect to
classi..cation accuracy.

The classi..cation accuracies on the testing data/documents of six algorithms presented in this
work is in the range 65-75 % or better. The lower classi..cation accuracy of 1) the two versions of
the maximum a posteriori (MAP) algorithm, and 2) the maximum likelihood (ML) algorithm can be
attributed to the “Naive Bayes” assumption of the statistical independence of the words. The two
variants of the k-nearest neighbor (KNN) algorithm gave better results than the previous algorithms.
Nevertheless their performance is limited by the weighted summation they perform which may “smooth
out” useful discriminatory features. The overall best results were obtained by the “o-FLNMAP with
\Voting” classi..er. The good generalization on the testing data/documents of the latter classi..er is
attributed to the calculation of the largest “uniform boxes” in the training data sets as explained in the
text. Note that the computation of the largest uniform boxes in the training data using the technique
of maximal expansions is known to improve classi..cation accuracy [18]. Moreover the employment of
several “voting o-FLNMAP modules” results in a stability and high classi..cation accuracy; this can
be attributed to “data noise cancellation” due to the dicerent permutations of the training data used
to train dicerent o-FLNMAP modules.

We have performed the words/senses comparison assuming complete knowledge of the senses. Nev-
ertheless, in a practical classi..cation task the senses would have to be obtained by a disambiguation
step which, in all probability, would introduce a signi..cant error. It seems likely that the 1-2% classi-
..cation accuracy advantage obtained in the experiments reported here would be more than ooset by
faulty disambiguation. While the evidence presented here cannot be considered conclusive it certainly
seems that sense-based classi..ers do not present an attractive alternative to word-based ones.
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Table 1.  The document collection categories and the number of documents in each category for both the
original categories and the new ones.

Original Categories no. Documents in New Category no. Documents in
Original Category New Category
1 | Press: Reportage (A) 7 Press 12
2 | Press: Editorial (B) 2
3 | Press: Reviews (C) 3
4| Skillsand Hobbies (E) 14 Skills and Hobbies 14
5 | Popular Lore (F) 19 Popular Lore 19
6 | BellesL ettres/Biography/Memoairs (G) 18 BellesL ettres etc. 18
7 [ Miscellaneous (H) 12 Miscellaneous 12
8 | Learned (J) 43 Learned 43
9 [ Generd Fiction (K) 29 Fiction 64
10 | Mystery and Detective Fiction (L) 11
11 | Science Fiction (M) 2
12 | Adventure and Western Fiction (N) 10
13 | Romance and Love Story (P) 6
14 [ Humor (R) 6
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Table 2. The distribution of documents from each category in the training and testing data sets.

Category

in Test Set

CAT1 CAT2 CAT3 CAT4 CATS CAT6 CAT7Y
No. of Documents 8 10 13 12 8 29 43
in Train Set
No. of Documents 4 4 6 6 4 14 21
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Table 3. The sizes of word and sense vocabularies for
each of the data sets.

Data Set | Size Nyy of Word | Size N of Sense
Vocabulary Vocabulary
Set, 15860 20134
Set, 15698 19976
Set, 15684 20094
Set; 15872 20246
Set, 15579 19943
Sets 15833 20138
Set, 15789 20147
Set, 15683 19940
Setg 15796 20128
Set, 15705 19994

Table 4. List of the agorithms used, their parameters and the document representations to which
each agorithm is applied (WB=Word Boolean, WF=Word Frequency, SB=Sense
Boolean, SF=Sense Frequency).

Algorithm Parameters Document
Representations
Maximum A Posteriori (MAP) — Batch version a WEF, SF
Maximum A Posteriori (MAP) — Recursive Version ah WEF, SF
Maximum Likelihood (ML) — Naive Bayes a WF, SF
KNN —Variant no.1 P WF, WB, SF, SB
KNN — Variant no.2 P WF, WB, SF, SB
O0-FLNMAP with Voting i, n, WF, WB, SF, SB
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Table 5.

Classification accuracy for the MAP

(Batch version) classification algorithm.

words senses
Cmin 59.50% 64.40%
Crix 72.20% 71.50%
Cmax 72.20% 71.90%
Cave 67.10% 68.80%
Cval 71.70% 70.30%

Table 6. Classification accuracy for the recursive MAP
(Recursive version) classification algorithm.

words senses
Crin 60.30% 60.70%
Crix 65.90% 67.30%
Crnax 70.20% 70.00%
Cave 65.40% 65.80%
Cval 66.40% 67.10%
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Table 7. Classification accuracy for the ML
classification algorithm.

words senses
Crnin 59.66% 64.57%
Cix 67.18% 69.02%
Crmax 72.20% 72.20%
Cave 67.19% 68.94%
Cval 70.66% 70.67%
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Table 8. Classification accuracy for the KNN variant no.1 classification algorithm.

words / senses / words / senses /

Rel. Freq Rel. Freq Boolean Boolean
Crnin 60.00% 62.40% 68.80% 70.70%
Crix 63.70% 65.30% 72.50% 72.40%
Crax 65.30% 66.80% 74.10% 73.20%
Cave 62.70% 64.60% 71.20% 72.00%

Table 9. Classification accuracy for the KNN variant no.2 classification algorithm.

words / Senses / words / senses /

Rel. Freq Rel. Freq Boolean Boolean
Cmin 61.00% 63.90% 69.20% 71.20%
Crix 61.90% 64.70% 70.20% 71.50%
Crmax 63.90% 66.60% 71.20% 72.40%
Cave 62.40% 65.50% 70.00% 71.60%
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Table 10. Classification accuracy for the “0-FLNMAP with Voting” classification

algorithm.,
words / Senses / words / senses /
Rel. Freq Rel. Freq Boolean Boolean
Crmin 61.35% 61.69% 49.15%) 57.62%
Crix 74.03% 74.06% 73.38% 74.06%
Crmax 79.49% 78.81% 78.64% 80.16%
Cave 70.65% 70.97% 70.40% 71.51%
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MAP (Batch Version)
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Figurel Performance of the Maximum A Posteriori (MAP) classification algorithm (batch version)
on the fully tagged Brown Corpus documents. The percentage of the correctly classified
testing documents is plotted for both word- and sense- representations versus the
algorithm’ s tuning parameter a. The sense-representation marginally outperforms the word-
representation.
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Figure2 Performance of the Maximum A Posteriori (MAP) classification algorithm

(recursive version) on the fully tagged Brown Corpus documents. The percentage
of the correctly classified testing documents is plotted for both word- and sense-
representations versus the algorithm’ s tuning parameter &, and a constant value for

the algorithm’s tuning parameter h=101C The sense-representation has produced

marginally better results than the word-representation. The picture does not change

for aternative values of the tuning parameter h.
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Maximum Likehood (ML)
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Figure3 Performance of the Maximum Likelihood (ML) agorithm for classification on the fully
tagged Brown Corpus documents. The percentage of the correctly classified testing
documents is plotted for both word- and sense- representations versus the agorithm's
tuning parameter 4. The sense-representation yields marginally better results than the word-

representation.
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KNN (Variant no.1)
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Figure4 Performance of the K — Nearest Neighbor (KNN) classification algorithm (variant
no.l) on the fully tagged Brown Corpus documents. The percentage of the
correctly classified testing documents is plotted for all of word-, sense-,
frequency-, and boolean- representations versus the algorithm’s tuning parameter
P. The boolean-representations have clearly outperformed the frequency-
representations, whereas a sense-representation has yielded marginaly better
results than the corresponding word-representation.
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KNN (Variant no.2)

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00% T T T T T T T T T T T T T

—=—W/Freq
—=— S/Freq
---e---W/Bool
---¢---S/Bool

% Classification Accuracy

<5 \) Q Q Q O QO QO Q Q Q Q Q QO
PLLLLLLLLE PSS
O 7 T 8T AT T v o7 oF 8T 97 o° B o

P

Figure5 Performance of the K — Nearest Neighbor (KNN) classification algorithm (variant no.2)
on the fully tagged Brown Corpus documents. The percentage of the correctly classified
testing documents is plotted for al of word-, sense-, frequency-, and boolean-
representations versus the algorithm’s tuning parameter P. The boolean-representations
have clearly outperformed the frequency-representations, whereas a sense-representation
has yielded marginally better results than the corresponding word-representation.
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Figure6 Performance of the “6-FLNMAP with Voting” scheme for classification on the fully taggec
Brown Corpus documents. The percentage of the correctly classified testing documents i<
plotted versus the number n,, of voters for a fixed value of the vigilance parameter fi=0.94.
From a practica point of view al four of word-, sense-, frequency-, and boolean-
representations have yielded quite similar results.
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Figure 7

Performance of the “6-FLNMAP with Voting” scheme for classification on the fully
tagged Brown Corpus documents. The percentage of the correctly classified testing
documents is plotted versus the vigilance parameter i for a fixed value of the number
of voters ny= 13. A sense-representation has produced marginally better results that
the corresponding word-representation, whereas the frequency- representations have
outperformed the boolean- ones.
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Figure 8

Performance of the“6-FLNMAP with Voting” scheme for classification on the fully tagged
Brown Corpus documents. The percentage of the correct classified testing documents is
plotted versus both the vigilance parameter fi and the number n,, of voters for the
sense/frequency representation. The classification accuracy remains quite stable at its
maximum for fi» 0.94 and n,» 13.

32



=

oL BRBRELHEABRIABRERS

E%%
I
Z%:

—— Individual
—=—\/oting

% Classification Accuracy

123456 7 8 910111213 141516 17 18 1920 21 22
number (nV) of voters

Figure9 Percentage of classification accuracy of both individual 6-FLNMAP modules and
the “6-FLNMAP with Voting” scheme for classification on the fully tagged
Brown Corpus documents versus the number n, of voters, using word/frequency
representations. The 6-FLNMAP scheme with several voters implies a stable
improvement over an individua 6-FLNMAP module whose performance
fluctuates considerably.
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